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S.J.Kline 
Professor of Mechanical Engineering, 

Stanford University, 
Stanford, Calif. 94305 

Fellow ASME 

The Purposes of Uncertainty 
Analysis 

Introduction 
This symposium has four major sections. 
I. Basic concept and questions 
II. Procedures for estimating uncertainties, including 

proposed ASME/ANSI standards 
III. Use of uncertainty analysis to reduce errors in ex­

periments 
IV. Panel discussion of issues 

This paper deals with the item I and covers the following 
topics: 

A. Why a symposium on uncertainty analysis? 
B. The concept of uncertainty in experiments. 
C. The uses of uncertianty analysis. 
D. Is uncertainty analysis worthwhile; if so, when? 

In addition, Appendix I covers: 

• some simple examples and case histories; 
• conclusions; 
• remarks on the ideal experiment, from the view of un­

certainty. 

A. Why a Symposium on Uncertainty Analysis? 
Uncertainty analysis has been a topic of much research and 

thought by a dedicated group of workers for many years; in 
the United States this includes particularly R. B. Abernethy of 
Pratt & Whitney and co-workers, and Churchill Eisenhart and 
co-workers at the National Bureau of Standards. This work 
has resulted in two recent ASME/ANSI Standards [1, 2] and 
several related basic publications by NBS [3-5]. International 
agreements on the topic are also being created, and are well 
advanced toward completion. 

At the same time, both the teaching and the use of un­
certainty analysis remains in a highly ambiguous state. A 
survey of twenty-five first-year Mechanical Engineering 
graduate students at Stanford in early 1983 showed that just 
half of these students had been given any materials or asked to 
do any problems on uncertainty analysis in their un­
dergraduate engineering studies. Some current texts on 
laboratory work discuss uncertainty analysis, and some do 
not. Those that do often still reference as a primary basis the 
thirty-year-old paper of the writer and F. A. McClintock [6]. 
Some societies and journals routinely demand presentation of 
uncertainties as a portion of any experimental data (e.g. Jour. 
Fluids Engrg., APS journals), but other do not (e.g. AIAA, 

Contributed by the Fluids Engineering Division and presented at the Sym­
posium on Uncertainty Analysis, Winter Annual Meeting, Boston, Mass., 
November 13-19, 1983. Manuscript received at the ASME Headquarters, March 
22, 1985. 

SAE, International Combustion Symposia; but see closure 
regarding a new reference book). 

Thus, while a great deal of work has been done on the 
"trees" of procedure, it would seem that there is no general 
recognition that a "forest" called uncertainty analysis exists 
as a valid part of engineering experimental work. 

This paper accordingly discusses the broad general 
questions needed in order to decide the place and importance 
of uncertainty analysis (items IA, IB, IC, ID) since no 
discussion seems to be available in current publications. The 
material in this symposium next summarizes the procedures 
for uncertainty analysis becoming available as ASME/ANSI 
Standards and related publications (item II). The discussions 
in this symposium on item II are not intended to be 
replacements of the new ASME/ANSI Standards nor the 
related references, but rather to summarize them and provide 
a guide for persons not familiar with the details. 

To make the remarks on the new ASME/ANSI Standards 
more concrete, an excellent, thorough example of their ap­
plication is provided in this symposium in the paper by Smith 
and Wehofer. This paper is noteworthy for illustrating the 
relation between costs and specified accuracy of test. 

The symposium next takes up some questions that appear in 
need of further study. Particularly noteworthy is the 
distinction between procedures for estimating uncertainty in 
an existing experiment and optimal procedure for reducing 
the errors by using uncertainty analysis in the planning and in 
the checkout stages of a new, never-before-performed ex­
periment. Such procedures have been developed in the recent 
past largely by R. J. Moffat, and are presented next in the 
symposium. In the writer's view, these new procedures are an 
important advance in the available arsenal of tools for dealing 
with the difficult problem of providing reliable experimental 
results of requisite accuracy for given purposes. 

The assumptions that underline the mathematics of con­
ventional uncertainty analysis, including the new 
ASME/ANSI Standards, are not often discussed carefully. As 
one might expect, when these assumptions are violated, a need 
to modify procedures may arise. This problem was discussed 
by G. Lassahn in the current symposium, and Dr. Lassahn's 
remarks are summarized in the closure. 

B. The Concept of Uncertainty 
Since no measurement is perfectly accurate, means for 

describing inaccuracies are needed. It is now generally agreed 
that the appropriate concept for expressing inaccuracies is an 
"uncertainty" and that the value should be provided by an 
"uncertainty analysis." An uncertainty is not the same as an 
error. An error in measurement is the difference between the 
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true value and the recorded value; an error is a fixed number 
and cannot be a statistical variable. An uncertainty is a 
possible value that the error might take on in a given 
measurement. Since the uncertainty can take on various 
values over a range, it is inherently a statistical variable. 
Uncertainty can be thought of as a histogram of values. In 
any experiment that is under adequate control, this histogram, 
must peak at or near the central value and decrease toward 
zero as the measurement gets further away from the central 
value on either side. Hence, uncertainty can be thought about 
in terms of statistical concepts and often can be calculated 
using well verified statistical procedures. These questions are 
discussed in some detail in reference [6] using nonstatistical 
language. Since statistics is today much more broadly known 
among engineers, it seems appropriate to summarize the ideas 
briefly in statistical terms. 

In a broad sense, the value reported for a measurement 
describes the central tendency, usually the mean (see Example 
1); the uncertainty describes the dispersion usually in terms of 
a measure associated with a stated probability level such as the 
standard deviation (see Example 3). Ideally, this measure of 
uncertainty is calculated from repeated trials, but it may need 
to be taken from estimates in whole or part in many 
engineering tests or research experiments. Further discussion 
on this and related points is deferred until the uses of un­
certainty analysis have been delineated to take the discussion 
substantive. 

C. Uses of Uncertainty Analysis1 

Uncertainty analysis can do, and has done, all of the 
following: 

1. Enforce a complete examination of the experimental 
procedure, including the potential sources of troubles and 
errors. Steps or components of procedure cannot be easily 
forgotten, because gaps then occur in the uncertainty analysis 
that prevent completion of the work; see Cases A, F, G, 

2. Advise, specifically, when improved instruments and/or 
improved procedures must be found to obtain a given output 
accuracy; see Case E. 

3. Minimize instrument cost for a given output accuracy.2 

4. Identify those instruments and/or procedures which 
control accuracy. (Usually this is one or at most a few from 
the total set.) This identification focuses attention on points 
where care is particularly important in experimental 
procedure in order to obtain accurate results, and also 
identifies the specific points where improvements in in­
struments must be made to improve accuracy; see Case E. 

5. Inform us beforehand, during the design of an ex­
periment, when the experiment cannot meet desired accuracy 
and therefore is "hopeless," in a sense. Such experiments can 
then be redesigned or abandoned, as appropriate. Obviously, 
redesign or abandonment is less painful in the design stage 
than after some years of failing attempts to make the ex­
periment behave as desired; see Case A. 

6. Provide the only known, approptiate basis for deciding 
whether (a) computations agree with data or lie outside ac­
ceptable limits, (b) data sets on one phenomenon or situation 
from two or more laboratories agree or disagree, and (c) tests 
on a given item of hardware in separate facilities, for example 
in acceptance of jet engines for aircraft, agree or disagree; see 
Cases D, F, G. 

7. Advise when more accurate experiments must be 
provided to further "calibrate" approximate theory, e.g., in 
turbulence modeling; see Case D. 

Information on uses not covered by this list will be appreciated by the 
author. 

The mathematical structure of this problem is essentially the same as that for 
uncertainty analysis. However, the details lie beyond the scope of this paper. 

8. Provide the basis for guarantees of accuracy in com­
mercial tests of large equipment, such as power plants; allow 
estimates of cost as function of accuracy demanded; see paper 
by Smith and Wehofer. 

9. Allow design of probes (and instrument procedures) for 
minimum uncertainty (e.g., multiple hot-wire probe geometry 
and orientation in a flow; see Cases B, E. 

10. Provide a check against unknowingly taking data in 
some odd corner of the test-parameter hyperspace where 
uncertainties become very large (e.g., when two numbers, say 
x and y, are subtracted from each other in the reduction 
procedure approach the same value. This will happen, for 
example, whenever x — y\ see examples in Appendix I and 
Moffat's paper in this symposium. 

11. Provide a stronger, better integrated grasp of how to 
run a given experiment than any other procedure known to the 
writer. This follows from item 4 above; once controlling 
uncertainties are known, one can think more clearly about the 
experiment, consider instrument improvements, and take 
special care in obtaining readings at critical measuring 
stations. See Cases B, C, E. 

12. Provide the only known basis for deciding whether a 
closure check has been achieved, based on a governing 
equation (e.g., continuity or comparison of PL & PR in a 
momentum equation; see Case G). 

D. Is Uncertainty Analysis Worthwhile? 
The question posed by the title of this section is largely 

answered by the list of uses in Section C. A procedure that 
supplied methods for any half of the functions listed in 
Section C would obviously be very important in science and in 
engineering. Given the list of uses, it is clear that uncertainty 
analysis is very worthwhile indeed! Examples and cases in 
Appendix I substantiate the reality of the items in Section C. 
A prolonged discussion on the question of the title of this 
section is not necessary. This section thus needs to ask more 
refined questions. 

These include: 
(i) Is uncertainty analysis always necessary, or only 

sometimes in experimental work? 
(ii) Is there a single universal procedure for uncertainty 

analysis, or are various procedures needed for various ap­
plications? 

While there is complete agreement among the members of 
this panel and other workers in uncertainty analysis con­
cerning the importance of the topic under many cir­
cumstances, there is some apparent disagreement on the 
subsidiary issues represented by questions (i) and (ii) of the 
preceding paragraph. The following remarks therefore 
represent the writer's view on these subsidiary questions, and 
are given as a point of departure for the symposium. 

In order to understand whether uncertainty analysis is 
always necessary in experiments, it is vital to be clear about 
the true extent of types of experiments performed in science 
and engineering. In particular, one needs to distinguish four 
classes of experiment which I shall call: (a) quick-sort; (b) 
report of field test, development test, or acceptance test; (c) 
report of research; (d) calibration test. 

(a) Quick-sort experiments are used for a number of 
purposes. I shall give one science and one engineering example 
to indicate quick-sort experiments are real and significant. In 
fluid mechanics one often wants to establish the global nature 
of a flow pattern; flow visualization is the standard method 
for this purpose. The visual results are then used to determine 
where to place probes and what type of probes to use in order 
to obtain meaningful results of adequate quantitative ac­
curacy. In many cases one only wants the general pattern in 
flow visualization work, and in such a case uncertainty 
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analysis is not essential. In engineering development work one 
often needs to know whether something will work: what is 
needed is a yes/no answer in a very short time at low cost. It 
would be counterproductive in such work to do a highly 
accurate, fully-documented experiment with a full uncertainty 
analysis; indeed, it would defeat the basic purpose which is to 
get an answer quickly at low cost so that one can move on in 
the work. 

(b) The meaning of field-development or acceptance tests is 
generally understood by engineers. It is important to note that 
such tests are usually carried out using well-established test 
procedures or even formalized codes. Much experience is 
usually available on the types of instruments used, the pitfalls, 
and the expected uncertainty levels. 

(c) Reports on research projects on topics of concern to 
engineers are more like papers in what T. Kulm called 
"normal science" than like reports of tests of type (b). In such 
work, special new instruments are often necessary. Also, it is 
usually too costly to repeat such experiments completely. For 
both these reasons, little or no prior experience will be 
available to estimate uncertainties on at least some parts of 
the experiment. 

(d) The term "calibration experiment" is used in this paper 
to denote an experiment which: (i) calibrates an instrument or 
a thermophysical property against established standards; (ii) 
measures the desired output directly as a measurand so that 
propagation of uncertainty is unnecessary. 

Calibration expriments are vital to engineering ex­
perimental work but usually are not in and of themselves 
complete engineering experiments. Rather, they are 
background information that is crucial to and employed in 
engineering experiments. Three facts about calibration ex­
periments are implied immediately by this understanding of 
their purpose in engineering. 

(i) They need to be as accurate as possible. 
(ii) Very complete information on their accuracy needs to 

be recorded and transmitted to potential users. 
(iii) The information transmitted from calibration ex­

periments into a complete engineering experiment on 
engineering systems or a record experiment on engineering 
research needs to be in a form that can be used in appropriate 
propagation processes. (See remarks in Appendix I.) 

Before ending this discussion of the necessity for un­
certainty analyses in record experiments, we should ask,"Are 
there any disadvantages involved in formal uncertainty 
analysis?" The answer seems to be that leaving aside the work 
involved, none are apparent provided only that the procedure 
is handled reasonably well. As a former professor of the 
writer liked to emphasize, "There is no procedure so 
foolproof that a really good fool cannot louse it up." That 
was, and unfortunately remains, true. It is possible to do such 
a bad job of estimating uncertainties that the results are 
misleading. Barfing such really foolish work, the only 
disadvantage is the labor involved. Hence the question 
reduces to another, "Is uncertainty analysis worth the ef­
fort?" Thirty years experience in our laboratory convinces the 
writer that the answer to this question is a clear unambiguous, 
"Yes!" We have almost never performed an uncertainty 
analysis on an experiment of any complexity whatsoever in 
which we did not obtain vital, unobvious information. In 
many cases, we have saved much time and cost (see Case A); 
in others we have vastly improved the accuracy of output (see 
Cases B, C, E); in still other instances we have sharpy focused 
the need for and developed new instruments and/or men­
suration techniques (see Case C). Moreover, when computer 
data reduction is employed, the task becomes nearly trivial; 
see paper by Moffat below. 

In sum, there is no alternative to uncertainty analysis in 

experiments of types (b), (c), and (d), presuming only that we 
are serious in stating that we are trying to produce accurate 
quantitative results. Uncertainty analysis is the sine qua non 
for record experiments and for systematic reduction of errors 
in experimental work. Uncertainty analysis is the heart of 
quality control in experimental work, and wider use of the 
methods needs to be a part of current U.S. effort to improve 
quality control. 

Several professional divisions of ASME have asked if 
uncertainty analysis should be used as part of publication 
procedure for experimental results. The answer is an absolute, 
clear "YES!" for any experiment of class (b), (c), or (d). This 
is the. central and most important conclusion for this sym­
posium; all questions of procedure are clearly subsidiary to 
this central conclusion. All members of the panel have been 
polled on this point and are in agreement. 

The preceding remarks are not intended to imply un­
certainty analysis is always easy. Difficult and subtle 
questions can and do exist that need thought and continuing 
discussion. The remarks are intended to imply that any 
reasonable procedure is infinitely better than none so long as 
the procedure is made clear for future users of the results. 

We then turn to the question, is there one universal 
procedure of uncertainty analysis, or is more than one needed 
for various purposes? This question almost answers itself. 
There are few topics of any complexity where one procedure is 
sufficient or only one is viable. In uncertainty analysis, 
several useful procedures have been developed and can be 
used. 

Particulary noteworthy is the distinction between 
procedures for estimating uncertainty in standard tests, such 
as codes, and procedures needed to improve and control 
accuracy in new experiments of either a scientific or 
engineering type. As noted above, these experiments typically 
generate quite different conditions and hence need different 
uncertainty procedures. Additional remarks on this point 
appear in the closure. 

Another noteworthy distinction is between estimating 
uncertainty in a completed experiment and in the planning 
stage of an experiment. In the completed experiment, it is 
usually possible and extremely desirable to use calibrations 
and repeated trials to obtain statistically valid estimates of 
uncertainty in each output variable. In the planning stage, as 
W. A. Wilson [7] noted long ago, this is clearly impossible, 
and one must use prospective, that is, estimated .values of 
uncertainty without a statistical data base. Nevertheless, the 
use of formal uncertainty procedure in the design stage often 
determines the difference between an accurate and useless 
result. See Moffat's paper for a more complete discussion; see 
alsoRef. [1]. 

Other distinctions exist, but these are sufficient to warn 
against a simple assumption that any one procedure covers all 
cases and circumstances. To repeat the main point, the use of 
some appropriate uncertainty analysis is indispensable in 
record experiments, and any appropriate analysis is far better 
than none so long as the procedure is explained for the user. 

A final comment is in order to avoid potential misun­
derstanding. Uncertainty analysis is not a replacement for 
calibrations, cross-checks, closures using governing 
equations, nor for sound careful technique. See Moffat's 
paper and closure. Nor is uncertainty analysis a substitute for 
understanding the problem and the physics underlying the 
mensuration techniques. But this is not unique; no 
methodology is useful without underlying content. Un­
certainty analysis is: (i) a procedure that provides a powerful 
framework inside which the other checks just mentioned as 
well as other information can be used much more effectively; 
(ii) an additional powerful cross-check and procedure for 
ensuring that requisite accuracy is actually obtained with 
minimum cost and time. 
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A P P E N D I X I 

Contents 
This Appendix contains: 

I. Examples of Procedures for: 

A. describing uncertainties in measurands. 
B. propagating uncertainties in measurands into un­

certainties in the results. 

These examples include comments on a number of 
questions that arise in describing uncertainties and 
propagation of uncertainty into results. 

The examples also illustrate alternative procedures that are 
useful in various types of problems. 

II. Case Histories illustrating what can be gained by use of 
uncertainty analysis in various types of problems. 

III. Summary 
IV. The Ideal Experiment From the View of Uncertainty 

Control 
Comment 

The elements I and II are intended to make procedures and 
ideals clear by concrete example. These examples are chosen 
to be very simple, for clarity. They do not consitute a stand­
alone discussion of uncertainty analysis, for two reasons: (a) 
they are illustrative but not exhaustive, since a larger variety 
of problems arises in uncertainty than can be treated here; (b) 
they need to be read in conjunction with the references cited to 
complete the theory. 

I. Examples of Procedure 

A. Description of Uncertainty in Measurands 

Example 1 

For concreteness consider the following example. The 
pressure in a tank is to be measured. The tank is charged by a 
compressor running with an automatic shutof f that nominally 
stops charging at 100 psig (689.46 kpa). It is desired to 
estimate the uncertainty of the pressure in the tank at shutoff. 

Before we can make a rational assignment of uncertainty in 
the measurand of concern (pressures), we must take note of 
the fact that several levels of replication exist in this in­
nocuous-looking example. 

At the lowest level of replication, we could concern our­
selves with the uncertainty while using one tank, one com­
pressor, one charging, and one reading of a single pressure 
gage. To put this operationally, we would take a tank, charge 
it up once and measure pressure with a single pressure gage; 
let us say the gage is a Bourdon type with a full scale reading 
of 200 psig and a smallest interval between scale markings 
(least count) of 5 psi. Let us also say that no calibration on 
this gage is available; it is a new off-the-shelf gage. 

Notice in this example we have no repeat measurements 

Table 1 Some terms used in uncertainty analysis 

Current Usage 
Older Usages 

Precision 
8 Random component of uncertainty. 
9 Random error. 
• Repeatability. 

These elements can be sampled with the available procedu 
apparatus, and should be based on statistical estimates from 
whenever possible. 
Current Usage 
Older Usages 

Bias 
• Fixed component of uncertainty. 
• Fixed error. 
• Systematic error. 

res and 
samples 

These uncertainties cannot be sampled (via replication) within 
available procedures and/or apparatus and therefore must be 
estimated if required. Their existence is what mandates the need of 
cross-checks and closures via theory. 
Comments: 

1. In some older discussions, reproducibility denotes the total 
uncertainty (precision and bias). 

2. The distinction between precision and bias is operational (not 
absolute), since it depends on the procedures and apparatus. By 
broadening procedures and/or acquiring more apparatus, one 
can systematically move elements from the bias to the precision 
category. 

(replications) of anything. This is what Moffat [8] calls a 
zeroth-order estimate. (The word "estimate" is used in this 
paper in the COMMON LANGUAGE SENSE of a mental 
estimate, and NOT IN THE STATISTICAL SENSE of the 
value of parameter of a population "estimated" from a 
statistic measured on a sample of data. This common usage 
for the word "estimate" will be employed uniformly in this 
discussion since no other suitable words exists in the common 
language.) In such an estimate, we cannot distinguish between 
bias and precision (because the semantics of uncertainty 
analysis have not been uniform until recently, some synonyms 
are indicated in Table 1), and therefore can do no better than 
estimating the total uncertainty interval for given probability 
based on experience with such instruments and/or the 
manufacturer's specification including least count. We 
therefore interrogate our experience (and perhaps the ex­
perience of others) with such gages, and assign a value of 
twice the least count as a rough estimate of the uncertainty: 
we would therefore report: 

p = 1 0 0 ± 1 0 p s i g ( P = 0.95) 

Comment 

All assignments of uncertainty in this discussion are made 
in the framework of confidence intervals in the statistical 
nomenclature. That is, the interval assigned is to be un­
derstood as a RANGE within which the true reading would lie 
the fraction of time suggested at the probability indicated. 
When this framework is understood, it does not matter 
whether one gives probability, odds or frequencies, since they 
can be converted and carry the same information. Thus P = 
0.955 is equivalent to an odds of 20 to 1 or a frequency of 20 
times out of 21. In some cases, the value of the assigned 
RANGE (the uncertainty interval) will be taken from sample 
statistics, in other cases from estimates based on experience or 
other prior information. The accuracy of the assigned 
RANGE will be different in the two cases, but the underlying 
meaning of the RANGE is the same; it is the range within 
which variations of the measurand are expected to lie on 
repeated measurements stated for an appropriate probability 
level, odds, or frequency. 

A zeroth-order estimate of uncertainty interval is a very 
poor basis for description of inaccuracy in data. The purist, 
the gage-lab person, or the conservative worker might well say 
it is a hopeless situation and should not be reported at all. 
Nevertheless, it is a situation we often face in engineering 
work. Suppose, in the tank example, we need to know simply 
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if the compressor system is working and we need to know this 
within one minute, to guarantee cooling air to a critical part. 
Under these conditions an uncertainty of 10 psi is acceptable; 
a delay to calibrate the gage is not. 

Let me be clear to minimize misunderstanding. I am not 
recommending using uncalibrated gages in record ex­
periments, nor am I recommending use of uncertainty 
estimates this crude for normal purposes. I am saying there 
are some situations in which crude estimates of uncertainty 
are all we can get for a variety of reasons, and such estimates 
are sometimes good enough for the purposes in hand. The 
classic instance in which we cannot obtain any statistical 
information about uncertainty (through replication) is in the 
planning stage of a new experiment. Furthermore, as Wilson 
[7] pointed out long ago, use of uncertainty analysis in the 
planning stage often is the difference between success and 
failure in an experiment, particularly in an experiment of a 
new, never-previously-performed type. A second important 
case where little if any replication is possible is large-scale 
field tests where only limited time and money are available for 
testing and types of instruments are constrained by the field 
situation. 

The tank example thus serves to illustrate two important 
matters we must understand if we are to use uncertainty 
analyses intelligently. First, there are levels of replication, and 
we must account for these levels in a rational uncertainty 
analysis, for several reasons. Second, the percentage accuracy 
needed on the estimate of uncertainty can often be much less 
than the uncertainty in the value of the measurand itself and 
still provide the information needed. 

Some other important levels of replication that may need 
consideration in the example of the pressure tank charged by a 
compressor are discussed next. 

Example 2 

A second level of replication that is frequently important 
Moffat calls FIRST ORDER. At first order, we let time run 
forward and repeat measurements; calibration information 
on instruments will usually be included. What might we 
estimate for uncertainty at first order in the tank charging 
example? Suppose we have calibrated the bourdon gage using 
a deadweight tester with a precision uncertainty of 0.0080 psi 
and negligible bias. Suppose further that this establishes a 
precision uncertainty interval for the gage in hand of 2.5 psia 
at a probability level of P = 0.95 with negligible bias since we 
have calibrated against a standard with much smaller un­
certainty and negligible bias. 

We would then report the measurement as: 

p = 100 ± 2.5 psig precision; 

0 bias (P = 0.95) 

This report follows the current practice of reporting precision 
and bias uncertainties separately. This practice is a clear 
improvement on older recommendations of reporting a single 
value whenever sufficient information is available. Notice 
that the zero for bias implies only that the bias is very small 
value compared to the precision. Also notice that if we did not 
calibrate, but did repeat the measurement a number of times 
(using the same gage but only one charging of the tank), we 
would find measurements varying about the mean of 100 by 
less than 2.5 psia in 20 out of 21 readings. The uncertainty 
interval for the precision could also have been found by 
carrying out these repeated measurements, but we would not 
have known the uncertainty was unbiased, and would have 
had to report an appreciable uncertainty interval for the bias 
as well as the precision. Calibration reduces bias. 

Example 3 

There is still another important source of uncertainty in the 
experiment described that has so far been left out of con­

sideration. Suppose we use some air from the tank and then 
allow the compressor to recharge, and again measure pressure 
using the calibrated gage. Now we repeat this operation a 
number of times. We will than probably find that the 
measurements give a higher value of uncertainty at P = 0.95 
than before, say, 5.3 psia, because the compressor shut-off 
control is not accurate to 2.5 psi. The details of how to find 
this value of 5.3 psia from a series of such readings using the 
" t " Table are given by R. B. Abernethy in his course, in the 
current papers of this meeting and in the curent ASME/ANSI 
standards. We would then report the uncertainty 

/? = 5.3 psia precision; Obias (P = 0.95) 

(The bias is still zero, because we calibrated the gage.) 
This "reset" uncertainty occurs in many experiments, 

whenever we must shut down from time to time and then reset 
nominal values for further running. This example shows a 
large reset value to make the point clear. Reset is peculiarly 
important in fluid mechanics, in which small changes in value 
settings or in fits where pieces are reassembled can alter 
location of laminar-turbulent transition, flow separation, etc. 
The example also illustrates one of many elements that can be 
replicated but were not at either the zeroth or first level. The 
example thus moves part way to what Moffat has called the 
Mh level of replication. 

At the M h level, one uses more than one type of in­
struments on each measurement, more than one observer, 
more than one laboratory, and more than one physical 
realization of the test apparatus or equipment under study. To 
put this differently, the Mh level of replication would sample 
and make statistics available on all elements of the experiment 
contributing to uncertainty. The M h level is an ideal ex­
periment from the viewpoint of assigning uncertainty; it is a 
state we can approach, but probably never completely realize, 
in practice. The Mh level is important not only because it is a 
theoretical limiting goal of experimental design but also 
because it gives the value of uncertainty that must be used for 
several important cases; these include: 

(i) instances where we need to compare experimental 
results with theory; 

(ii) instances where we need to compare two experimental 
results from two or more distinct laboratories or test facilities. 

In both (i) and (ii), all possible sources of uncertainty must 
be taken into account if a meaningful estimate is to be realized 
concerning whether agreement between the results from the 
various sources has been achieved. 

This movement toward the M h level of replication can be 
described in several ways. Abernethy describes the changes in 
terms of "reclassification" of the uncertainties from the bias 
to the precision category. Moffat explicitly describes the level 
of replication being used. Kline and McClintock described 
them in terms of a "thought" experiment in which one 
visualized all possible sources of uncertainty and combined 
the components by the rms rule (see section B). Eisenhart, Ku, 
and co-workers in the current papers [3-5] describe only the 
nth level because as Ku says the papers refer to the work of a 
"calibration laboratory" and hence to calibration ex­
periments in the sense described in the body of this paper. In 
any of these methods it is important to recognize two things: 
(i) at the M h level, there are many potential sources for error 
and hence of uncertainty even in an experiment as simple as 
the example of the charged pressure-tank; (ii) nearly always, 
some fraction of these uncertainties will have been sampled 
and the remainder will not have been. 

In the worst experiment, from the view of uncertainty 
control, none of the sources of uncertainty will have been 
sampled, and hence no statistical estimates of sample stan­
dard deviations can be made. That very undesirable case is 
sometimes forced upon us in engineering practice, and it is 
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this situation that Kline and McClintock [6] called a single-
sample experiment. 

In the best experiment, from the view of the uncertainty 
control, all elements of uncertainty are sampled so that 
standard deviations from sample data can be calculated for all 
elements. This "best" condition is an ideal limit that we 
approach in calibration experiments, but may never actually, 
reach in practice. Clear recognition of the various level are 
important not only in providing understanding for statements 
of precision and bias, but also as Moffat [8] shows for two 
other purposes: 

(i) development of systematic methods for reduction of 
errors through use of uncertainty analysis; 

(ii) for understanding the appropriate estimates to be used 
at various stages in experimental design and development in 
new experiments. 

It is important to note that the example given above is a 
case where calibration can be used to drive bias to a very small 
value compared to precision. In some cases, for example in 
measurement of viscosity, this would not be possible owing to 
instrument limitations, and appreciable values of bias would 
need to be reported even though instrument calibrations were 
done. The four possible cases of the relative magnitudes of 
precision and bias are carefully discussed in the current paper 
by Eisenhart [2] and will not be repeated here. 

B. Propagation of Uncertainties Into Results 

In calbration experiments, one measures the desired result 
directly. No problem of propagation of uncertainty then 
arises; we have the desired results in hand once we complete 
measurements. In nearly all other experiments, it is necessary 
to compute the uncertainty in the results from the estimates of 
uncertainty in the measurands. This computation process is 
called "propagation of uncertainty." 

Propagation of uncertainty is not a trivial exercise as the 
following examples illustrate. 

Example 4 

Suppose one wants to find the density of air from 
measurements of pressure and temperature. 

Using the methods of section A, suppose 

p = 100psia±2.5 psiaprecision; 

zero bias (P = 0.95) 

7 = 500 deg R ± 0.1 deg precision 

1 deg bias (P = 0.95) 

Using the perfect gas equation of state, we then write: 

p = P/RT (Bl) 

Differentiating, we obtain 

dp dT 
dp = p —j (assuming negligible uncertainty in R) (B2) 

RT TL 

Dividing equation (B2) by equation (Bl) gives 

dp _ dp dT 

p p T 
We now replace the differentials in equation (B3) with the 

uncertainty estimates in the measurands, P and T, and 
combine to obtain the uncertainty in the results. 

(B3) 

d± 

P 

2.52 0.12 1 

l00~ + ~500~ ± 500 

dp 

— = ±2.50008 X 10-1 =2 .5% precision±0.2% bias 
P 

(P=0.95) 

Combining precision and bias using rms summing gives 

dp 
= V6.250404 = 0.02500808 = 2.5% (P = 0.95) 

(Two methods of combination are possible: linear and rms. 
The choice between these two combination methods has been 
much discussed. There now seems to be agreement that rms 
combination should be used for each of the precision un­
certainty and bias up to the final step, where either method is 
acceptable provided one states the basis. The rms method is 
employed here.) Unwarranted figures have been retained in 
the arithmetic to illustrate forcefully that only the larger 
sources of uncertainty affect the answer when rms summing is 
used. 

Two rules of thumb are useful. When to uncertainties are 
combined and one is three or more times larger than the other, 
the smaller uncertainty has negligible effect. When a large 
number of uncertainties, say six or more, are combined, any 
uncertainty less than one-fifth of the largest uncertainty will 
have negligible effect. Negligible here implies 5 percent or less 
in the uncertainty reported, which is generally more accurate 
than the value with which uncertainty is known. These rules 
have a very important bearing on how one designs and 
troubleshoots an experiment. If significant reductions in 
inaccuracy are to be actually realized, one must find and focus 
on reducing the large uncertainties. The small ones do not 
count. This argument is given a more complete basis in 
reference [6]. 

The generalization of equations (B2) and (B3) in algebra are 
as follows: Let R be a result computed from n measurands 
X{ x„ and W denotes an uncertainty with the subscript 
indicating the variable. Then, in dimensional form, we ob­
tain: 

/ dR 
\"dx S): / dR 

) ' + • • • ( 

dR 

v2 -/ \dxn 

In fractional, nondimensional form, we have: 

R 

Wy (B4) 

SdlnR *Xly | / dlnR Wy 

+ . 
/dlnR Wx\-

V dlnx, x„ ) 

= ± V 6 . 2 5 x l O ~ 4 + 4 x 1 0 - ^ = 6.2504x10" 500 

(B5) 

Equations (B2), (B3), (B4), and (B5) apply strictly only to 
small values of the uncertainties Wn. However, this restriction 
is easily removed in data reduction when required. One simply 
inserts the appropriate perturbations into equation (Bl) or the 
equivalent equations, graphs, tables, or computer codes and 
calculates the changes that ensue, taking care to retain suf­
ficient significant figures. 

Equation (B5) is a particularly useful form, since it makes 
explicit the influence coefficients (C's) that connect a one-
percent uncertainty in a given measurand to the percent 
uncertainty in the result. In Example 1, both Cp and CT are 
unity, but this is by no means general. The value of an in­
fluence coefficient can approach zero or oo, as is demon­
strated in Examples 5 and 6, which follow. 

Example 5 

Consider a result R found from two measurands through 
the equation 
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R=x-y 
Then 

!?*.= If x WxY ( y W*Y 
R ^\x-y x ) \x-y y ) 

Suppose* = 1 and.y = 0.98 and the uncertainty in each of x 
and y is one percent; then the uncertainty in R is 

" ^ =J (TTLO.O I ) + T—i-O.Ol) =0.707 = 71% 
R ^ \ 0 . 0 2 / V0.02 / 

An intolerable uncertainty for most purposes thus is 
generated by measurements that seem accurate at first glance. 

Example 6 

As another example, consider a Result R found from a 
measurand z through the formula: 

R = 
1+z 

Let the value of z be 0.1 and the uncertainty in z be 20 
percent; then the uncertainty in R, by perturbation, is 

R„ = 
1 1 

1+0.1 ^ 1+0.12 

= V0.90909blT -V0J3928571 

= 0.9534626-0.9447112 = 0.0085514 

WR _ 0.008551 

~R~ 0.9534~ 
= 0.89% 

In Example 5, the influences coefficient Cx = Cy = 50. In 
Example 6, the influence coefficient Cz = 0.89/20 = 0.044. 
These two illustrations demonstrate forcefully that one 
cannot assume low uncertainties in the measurands will 
always provide low uncertainty in results, nor conversely that 
high uncertainties in the measurands will always give high 
uncertainties in the result. Propagation is not a trivial exercise 
since: 

(i) the relations between uncertainty in measurands and in 
the results are usually not a priori obvious; 

(ii) the differences between the uncertainty in the 
measurands in the results can be large; 

(iii) the differences between the uncertainties in the 
measurands and in the results often depend on the values of 
the measurands as well as the values of uncertainties. It is for 
this reason that the computer '"jitter package" (given by 
Moffat in [8] and below) is an important precaution in data 
reduction. One can easily take data in some odd corner of the 
test space where uncertainties become very large and not be 
aware of this difficulty without some precaution of this sort. 

A final comment on propagation is needed as part of these 
examples. Kline and McClintock [6] showed that the use of 
linear combination for several measurands leads to a rapid 
increase in the effective level of probability. To put this 
concretely, suppose we combine three uncertainties each at 20 
to 1 odds. If these three estimates are combined linearly, the 
odds associated with the computed uncertainty in the result 
rise to more than 8000 to 1 (provided the uncertainties are 
functionally independent on each other and the underlying 
probability distribution that would be generated in repeated 
trials is of any reasonable form). For this reason, the use of 
quasi-absolute bounds for examples in estimates on bias 
errors may be satisfactory for calibration experiments, but 
created an unsolved and significant difficulty if used for 
propagating uncertainties into the results whenever more than 

one measurand enters the computation for the given result: 
see conclusions in closure. 

II . A Few Case Histories of the Uses of Uncertainty 
Analysis 

A few case histories from actual experience are given as 
illustrations in this section. The cases are all actual history. 
However, they are given succinctly and do not give the full 
details of the experiences. Despites this, they do make con­
crete the values of uncertainty analysis as indicated in the 
body of this paper. 

Case A—A Hopeless Experiment Avoided. An experiment 
was considered using a lumped-parameter heat-transfer 
technique. The models to be used were expensive. It was 
therefore proposed to make one model and test the effects of 
Reynolds number by successively removing the rear sections 
of what would be initially a long test specimen. When the 
uncertainty analysis was carried out, in the design stage, it 
was found that the experiment could not give accurate results 
because the reduction of data would appear in the form of the 
Example 2 of the prior section, where 

R=x-y 

Consequently, this form of experiment was not carried out. 
Since it seemed that the experiment would save much time 

and expense when initially proposed, the experiment actually 
would have been carried out if the uncertainty analysis had 
not made clear the fundamental design flaw. 

Case B—Uncertainty in a Probe System Minimized. A 
three-wire hot-wire probe was designed in order to measure 
three components of mean and fluctuating velocities 
simultaneously in real time. An analysis of uncertainty for the 
principal mean and fluctuating quantities was carried out in 
the design stage, using a computer analysis in order to find a 
configuration of wires that would minimize uncertainty for 
measurements in shear flows. In this way, uncertainties at P 
= 0.95 of about 2 percent in u' (streamwise fluctuations) and 
3 percent in v' and w' (cross-stream fluctuations) were an­
ticipated and later realized. 

The computer analysis of uncertainty was then applied to a 
probe manufactured in a second laboratory, where the 
geometry had been set apparently to minimize difficulty of 
manufacture. The uncertainty in u' resulting was of the order 
of 3 percent; however, the typical uncertainty in v' was 65 
percent and in vc' 75 percent. Insofar as we know, the second 
laboratory was not aware of the difficulty and had published 
results without mention of the excessive uncertainties in v' 
and w'. 

Case C—Controlling Uncertainty Located, Reduced. A test 
bank had been installed by professional engineers for testing a 
variety of pumps. Considerable effort had been expended in 
order to calibrate the flow gages using gravimetric techniques 
to a claimed uncertainty of 0.25 percent. Large-sized, 
calibrated Bourdon gages were used to measure differences in 
head. No uncertainty analysis was done during the original 
construction nor for some years afterward. At a later time, an 
uncertainty analysis was performed. It was found that, for 
low and moderate heads, the Bourdon gages created un­
certainties in the results of at least ten times those arising from 
the flow meters. A more precise "pressure-weighing" in­
strument was installed to measure head. The new instrument 
created an uncertainty in the results equivalent to those in the 
flow meters. Test results immediately showed far less scatter, 
and details of the performance that had never before been 
seen in the test bank became visible. 

Case D—Calibration of Computer Model Improved. A 
theory for computation of flow in the transitory stall region 
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of straight-walled, planar diffusers was being constructed. It 
was found to be very consistent, but it needed values of 
parameters in the equations set from data. The only available 
data happened to have been taken in the same group at an 
earlier time, so it was known that a 15-20 percent uncertainty 
existed in this very unsteady flow to regime. As a result, 
another apparatus was designed for further tests, with careful 
attention to the control of uncertainty in this flow regime. The 
resulting data were used for final calibration of the 
parameters in the computer model. These results were 
compared with the mean values that would have been found 
had the more uncertain earlier data been used; the comparison 
showed that errors of 7-10 percent would have been generated 
had the more uncertain data been used. 

Case E—Need for More Accurate Instruments Identified. 
In an experiment on transition in a round tube, it was desired 
to measure pressure drop to obtain friction coefficient and 
thereby locate the laminar, transitional, and turbulent 
regimes. An analysis of uncertainty showed that sufficient 
precision could not be obtained using any then-existing 
commercial instrument for measurement of pressure dif­
ference. Work was therefore initiated with an instrument 
manufacturer to develop the necessary instrument. As a 
result, the experiment not only gave the desired results with 
excellent accuracy, but also provided data corroborating, for 
the first time, already developed theory on the effect of 
density on friction factor. 

Case F—Closure of Theory With Data Demand Un­
certainty Values. In a conference to evaluate computer models 
for turbulent flows, it was found that closure between theory 
and data could not be established without reasonable 
estimates of uncertainty. The data for this conference came 
from several fields of engineering. In some of these fields, it is 
routine to provide estimates of uncertainty for the data; in 
other fields, uncertainty had not usually been given for data. 
As a result, the data evaluators were forced to estimate un­
certainties in cases for which they were not provided. This 
procedure is much less satisfactory than estimates by the 
observers reporting the data, since the observers always have 
far more information than anyone else concerning the test 
situation and its behavior under varying conditions of 
operation. 

Case G—Apparent Disagreements Resolved Between 
Theory and Data. In a conference evaluating methods for 
computation of turbulent boundary layers, a check on the 
data base utilized a procedure in which the left- and right-
hand sides of a complete momentum equation were compared 
and the difference recorded. This procedure worked well for 
flow far from detachment. However, near detachment many 
flows showed more differences between the two sides of the 
momentum equation than desired, and checks with computer 
output seemed to be lacking. An analysis of uncertainty by 
one of the workers in the conference showed that the un­
certainties in the data for flows nearing detachment are 
inherently very large for the data procedures that had been 
employed in nearly all instances. An appropriate reevaluation 
of the data in this region and an appropriate comparison with 
computer models then became possible. 

III. Summary 

The examples and discussion above, taken with published 
papers and standards (references [1-7]), show several points 
concerning assigning uncertainties in the measurands. First, 
there is no single way to describe uncertainties in measurands; 
there are many different situations that demand somewhat 
differing descriptions. The Kline-McClintock description for 

example is appropriate for single sample experiments and 
experiments still in the design stage. The recommendations of 
Eisenhart et al. contain some methods that are useful in 
calibration experiments. The recommendations of Abernethy, 
Dowdell and Benedict in current ASME/ANSI Standards are 
appropriate for use when field, development, or acceptances 
tests are concerned. Moffat's methods seem most appropriate 
for systematic reduction of error using uncertainty analysis 
and hence in research-type experiments that occupy much of 
the space in journal publication. Hence, it would seem that 
insistence on a single method at this point in time would be 
counterproductive. 

The second major point is that the distribution of un­
certainty between precision and bias is arbitrary in the sense 
that it depends on what has been sampled by replication and 
what has not, and that use of levels of replication is an explicit 
and useful way for describing this set of facts. 

Finally, it is important and timely to reiterate that any 
differences of opinion over which method is to be used in a 
given case is decidely secondary to the major point: that 
journals of record require that uncertainties be reported in 
some appropriate way and that the report include the methods 
employed. There seems to be general agreement that this 
report on methods whenever possible should cover four items: 

(i) components of bias and precision in the measurands; 
(ii) the number in the sample on which estimates of 

precision are based; 
(iii) if bias and precision are combined into a single 

number, the combination method used should be reported; 
(iv) the combined final value of the uncertainties in results 

and the ranges to which they apply. 

IV. The Ideal Experiment From the View of Un­
certainty Control 

The summary above plus the contents of Table 1 provide a 
basis for consideration of what an "ideal experiment" would 
be from the point of view of uncertainty control. This 
question seems not to have been explicitly addressed in 
published materials. What follows is therefore a first attempt 
to provoke further discussion. The remarks refer to 
engineering experiments [class (b) and (c)] and not to a quick­
sort or calibration experiment where conditions and 
desiderata may be different. 

In an ideal record experiment: 

1. All sources of uncertainty are sampled, and 
measurements repeated a sufficient number of times to 
provide valid statistical measures of confidence intervals on 
each measurand. 

2. The bias is systematically driven toward zero, and this 
process is carried sufficiently far that bias is negligible 
compared to the precision of item 1. This negligible bias is 
based on traceable standards in a form suitable for 
propagation computations. The word "traceable" here 
denotes standards traced back to a calibration experiment 
based on known physical principles with negligible bias. 

3. Available physical theory based, for example, on closure 
of an energy balance and/or other well-established scientific 
principles) are employed in quantitative form to cross-check 
the negligible bias. Cross-checks by two independent methods 
are made for at least a few points in the test space. 

We shall seldom, if ever, completely reach this ideal state in 
a real-world experiment. However, explicit recognition of the 
ideal is useful as a basis for discussion of procedures of un­
certainty analysis and as a standard of comparison for 
consideration of the "believability" of data reported in the 
literature. 
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ASME Measurement Uncertainty 
The purpose of this paper is to introduce the new ASME measurement uncertainty 
methodology which is the basis for two new ASME/ANSI standards and the ASME 
short course of the same name. Some background and history that led to the 
selection of this methodology are discussed as well as its application in current SAE, 
ISA, JANNAF, NRC, USAF, NATO, and ISO Standards documents and short 
courses. This ASME methodology is rapidly becoming the national and in­
ternational standard. 

Background 

The accuracy of test results has always concerned engineers 
and scientists, but for decades this subject has been plagued 
by controversy, argument, confusion and even emotion. The 
absence of an uncertainty calculation standard made 
significant comparison of test results between facilities, 
companies and laboratories almost impossible. Still there was 
good attempts. H. H. Ku of NBS relates the following [1]: 

"Dan Johnson, an old time at the Bureau, told me 
this story. In the 1930's, P. H. Myers at NBS and his 
colleagues were studying the specific heat of am­
monia. After several years of hard work, they finally 
arrived at a value and reported the result in a paper. 
Toward the end of the paper, Myers declared: 

"We think our reported value is good to one part in 
10,000; we are willing to bet our own money at even 
odds that it is correct to two parts in 10,000; fur­
thermore, if by any chance our value is shown to be 
in error by more than one part in 1000, we are 
prepared to eat our apparatus and drink the am­
monia!" 

History 

In the research that led to the JANNAF (formerly ICRPG) 
[2] and the USAF [3] handbooks, a powerful statistical tool, 
Monte Carlo simulation, was used to select the best methods 
from the many available. J. Rosenblatt, H. H. Ku, and J. M. 
Cameron of NBS provided excellent constructive criticism of 
these documents and have continued to support industry in 
this effort. The references to the NBS publications are par­
ticularly recommended to the reader [1, 4, 5, 6]. 

By the late seventies, the only major argument that 
remained was over how to combine the bias error limit with 

Contributed by the Fluids Engineering Division and presented at the Sym­
posium on Uncertainty Analysis, Winter Annual Meeting, Boston, Mass., 
November 13-18, 1983. Manuscript received at ASME Headquarters, March 20, 
1985. Paper No. 83-WA/FM-3. 

the precision error. Addition of the two components is 
recommended in [2, 3, 4, 7, 12, 13, and 15]. Combination by 
the root-sum-square method is recommended in [8, 9, 10, 16, 
and 18]. This argument could not be solved completely by 
Monte Carlo simulation as it is largely a matter of opinion. 
However, these simulations aided significantly in evaluating 
the statistical characteristics of the two uncertainty intervals. 
The argument as to how to combine bias and precision errors 
raged over many committees in several societies, and most 
participants believed it would never be settled. A compromise 
was suggested by the NBS group [6] in late 1980. It was 
suggested that (1) if the bias and precision components are 
propagated separately from the measurements to the final test 
result and (2) the method of combination is clearly stated, 
then either the addition or root-sum-square method should be 
accepted as it is the last step in the calculation and can easily 
be undone. Shortly thereafter, the ASME, SAE and ISA 
committees approved this compromise of allowing the analyst 
to decide and state which uncertainty model (ADD or RSS) 
was to be used. 

Current Activities 

1. ASME. The two ASME committees are: 

ANSI/ASME PTC 19.1 -1983-Measurement Uncer­
tainty -

ANSI/ASME MFC-2M-1983-Uncertainties in Flow 
Measurement -

In addition, the ASME Short Course on Measuring Un­
certainty was given at the 1983 ASME - WAM. 

The status of these ANSI/ASME documents is described in 
later sections of this paper. 

2. SAE. Committee E33 on "Aircraft In-Flight 
Propulsion Measurement and Uncertainty," is drafting an 
SAE Aerospace Information Report (AIR 1678) titled, In-
Flight Thrust Measurement Uncertainty, which they hope to 
distribute for industry review in 1984. This document uses the 
same uncertainty methodology as that of this paper. The 
activities of this committee are described in [11]. 
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3. ISA. The Instrument Society of America provides a 
short course titled, Test Measurement Accuracy, at the In­
ternational Instrumentation Symposium and other locations 
several times a year. This course is identical to the ASME 
Short Course. ISA also has formed a Measurement Un­
certainty Committee to encourage and promote the use of 
measurement uncertainty analysis. The United States Air 
Force Handbook [3] has been reprinted as the ISA 
Measurement Uncertainty Handbook [13]. 

4. ISO. ISO TC30 SC9 approved the method described 
herein at their meeting in Leningrad in May 1982 and 
requested a revision of the existing world standard ISO 5168 
[11]. The second draft was reviewed at their recent meeting in 
Washington, D.C. at the National Bureau of Standards in 
November 1982. 

5. MIDAP. The British Ministry Industry Drag 
Analysis Panel published their report, Agardograph 237, in 
1979 [10]. In a joint meeting held with SAE Committee E33 in 
England in May 1982, the uncertainty methodology was 
coordinated between these two groups. 

6. ASQC. The ANSI Committee Z l l has commissioned 
an ASQC Writing Group on Calibration Assurance. This 
Writing Group is drafting a national standard on assuring the 
quality of calibration [15]. Although this standard treats only 
calibration error, it is consistent with the methodology 
recommended herein. 

7. NRC. At the Idaho National Engineering Laboratory, 
a report titled, Semiscale Uncertainty Report: Methodology 
[14], has been written for the United States Nuclear 
Regulatory Commission. This document uses the uncertainty 
methodology described herein. Nuclear Material Control, 
Mass Calibration Techniques, ANSI N15.18-1975, also is 
consistent with the recommended methodology. 

8. NATO. NATO AGARD PEP 15 Committee on 
Uniform Engine Testing is conducting an interfacility test of 
two jet engines at NASA-LEWIS, USAF AEDC, USN 
NAPC, Britain's NGTE, France's SACLAY facility and a 
Turkish facility. This committee, selected the recommended 
uncertainty methodology as their standard for this program at 
their meeting in Toulouse, France in May 1981. 

9. CRC. The Coordinating Research Council has 
decided to re-evaluate the test data from their Atlantic City 
test program on engine exhaust emissions using the recom­
mended uncertainty methodology. 

Brief Description of Methodology 

Measurement Error. It is a well-accepted principle in 
engineering that all measurements have errors (5k). These 
errors are the differences between the measurements and the 
true value (see Fig. 1). Furthermore, the total error is usually 
expressed in terms of two components: a fixed (bias) error (/3), 
and a random (precision) error (ek) such that 

6* = l8 + et. (1) 

Precision Index. The precision error is determined by 
taking N repeated measurements from the parameter 
population, the characteristics of which can be approximated 
by the precision index (S) defined by the familiar 

TRUE VALUE 

%(Xk-X)2 1/2 

S= 
N-l 

(2) 

MEASUREMENT 
POPULATION 

Fig 

MEASURED 
VALUE (Xk) 

1 Measurement error 

The precision index of the average of a set of measurements 
is always less than that of an individual measurement ac­
cording to 

S,= 
V7V' 

(3) 

Bias Error. The bias error is the systematic error which is 
considered to remain constant during a given test. Thus, in 
repeated measurements of a given set, each measurement has 
the same bias. There is no statistical equation, as (2) or (3), to 
define the bias limit, B. Instead, it must be estimated, and this 
is not an easy matter since the true value is not known. 
Calibrations help, as does a comparison of measurements by 
independent methods, but in general the estimate of bias must 
be based on judgment. 

Combining Errors. Errors arise from many sources. 
These are divided arbitrarily into three categories: calibration 
errors, data acquisition errors, and data reduction errors. For 
each of these sources of error there will be bias and precision 
components. 

To obtain the precision of a given parameter (like tem­
perature, pressure, or flow rate), the root sum square (RSS) 
method is used to combine the precision indices from the K 
sources of error. Thus 

S=[S, 2 +S 2
2 + . . . + V ] 1 / 2 - (4) 

Similarly, the bias of a given parameter is given by 

B=[Bl
2+B2

2 + . . . +BK
2]i/2. (5) 

Uncertainty of a Parameter. If a single number (U) is 
needed to express a reasonable limit of error for a given 
parameter, then some model for combining the bias and 
precision errors must be adopted, where the interval 

X± U (6) 

represents a band within which the true value of the parameter 
is expected to lie, for a specified coverage. 

While no rigorous confidence level can be associated with 
the uncertainty (£/), coverages analogous to the 95 percent and 
99 percent confidence levels can be given for the two 
recommended uncertainty models. Thus 

I^ADD = B + t S * provides = 99 percent coverage, (7) 

and 

where A" is the average value of A". 

^RSS = \B2 + VSi)2] provides ~ 95 percent coverage. (8) 

The Student / value is a function of the degrees of freedom (i>) 
used in.calculating Sjf. For large samples, (i.e., iV>30), /is set 
equal to 2, otherwise the Welch-Satterthwaite formula is used 
to provide v, according to 
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(9) 

j = \ ; = i " •'ij 

where S,y represents the precision indices of the various error 
sources involved, and V{j represents the degrees of freedom of 
these same error sources. 

Uncertainty of a Result. Errors in measurements of 
various parameters (P) are propagated into a derived result (/•) 
through the functional relationship between the result and its 
independent parameters. The relationship provides the 
sensitivity factors (0,-), which indicate the error propagated to 
the result because of unit error in the parameter. Thus if 

r=f(PuP2 . . . . Pj) (10) 

where J is the number of parameters involved, then 

dr 
*,= W . (ID 

The bias and precision errors of the parameters are kept 
separate until the last step of computing the uncertainty of a 
result. Thus, the precision index of a result is given by 

J -i 1/2 

S,.= E < w ] 
and the bias limit of a result is given by 

*,-[ 
j 

(0>BP:)
2 

(12) 

(13) 

The uncertainty of a result is again given by the two models 
according to 

and 

Ur 
RSS 

Ur =Br + tSr@99°?o 
ADD 

[B,2 + (tS,.)2]W2@95°lo. 

(14) 

(15) 

The Student t value is a function of the degrees of freedom 
used in calculating Sr. For large samples of all parameters, 
(i.e., N>30), / is set equal to 2, otherwise the Welch-
Satterthwaite formula is used to provide vr according to 

S} 

«W 
(16) 

;= i " / > ; 

ASME PTC 19.1, Measurement Uncertainty 
This committee was formed in 1979 to provide the Per­

formance Test Codes Board with an authoritative Supplement 
on which to base Measurment Uncertainty Analyses. This was 
for the use of the various Code and Supplement writing 
committees. 

This committee has endorsed and contributed to the 
methodology of this paper, and has just completed a draft for 
the PTC Board and Industry approval [16]. 

The document includes a nomenclature and a glossary of 
terms that are in agreement with the various International 
Standards. A detailed review of the methods of this paper is 
included, as is a strong section on Applied Considerations. 
This latter includes: multiple test uncertainty, long versus 
short term tests, comparative versus absolute tests, spacial 
variations, outlier treatment, regression uncertainty, 
weighting method, pre- and post-test analyses, and number of 
measurements required. A step-by-step calculation procedure 
is given, as well as worked-out examples applying the method. 
All in all, we expect to satisfy the PTC requirements for an 

authoritative document on measurement uncertainty that is 
easily understood and applied. 

ASME M F C , Fluid Flow Measurement Uncertainty 

The ASME Standards Committee on the Measurement of 
Fluid Flow in Closed Conduits (MFC) was formed in 1973 as 
a result of the recognition by those actively working in the 
field that there was a need for a single national standard on 
this subject. In most Western European countries, national 
standards on flow measurement have been in use for many 
years. These are usually promulgated by government sup­
ported agencies such as the British Standards Institute in the 
United Kingdom, AFNOR in France, VDI in West Germany 
etc. The first International Standard on Flow Measurement 
ISO/R541 was published in January 1967. 

This country has had no national standard, but many 
authoritative documents on flow measurement existed such as 
the ASME Report "Fluid Meters, Their Theory and Ap­
plication" [17], PTC 19.5 on Flow Measurement, AGA 
Report #3 on Gas Flow Measurement, etc. For the most part, 
these documents were in agreement on their methodology, 
coefficient values, required upstream lengths, and calculation 
procedures. 

This was not true on the international scene, and the initial 
ISO document contained many compromises between USA 
procedures and those in use throughout Western Europe. 
Differences in required upstream lengths and coefficient 
values have not yet been resolved. 

All of these publications, those within the USA, the 
European national standards, and the international stan­
dards, address the question of the accuracy of a flow 
measurement. However, each document created its own 
procedures for estimating the uncertainty and values given 
were based on human judgment usually biased by the in­
dividuals involved. 

The first publication of a standard devoted entirely to the 
estimation of uncertainty of a flow rate measurement was 
ISO/DIS 5168 published in 1976. 

Recognizing the importance of this subject matter, the 
ASME Standards Committee MFC set up its first sub­
committee, i.e., SCI with the charge to prepare a USA 
standard on Uncertainties in Flow Measurement. It has taken 
many years, 10 to be exact, and much effort by the people 
involved, to produce the first ANSI/ASME MFC - 2M 
Standard on Uncertainties in Flow Measurement which was 
published in 1983 [18]. The methodology follows that of the 
preceding section of this paper and should form the basis of 
some further, more applied, or working documents on flow 
measurement. 

Summary 

Engineering judgment and experience is still required when 
estimating bias or systematic errors but this is clearly stated in 
[18] and all parties to a contract can agree beforehand to the 
values that should be used. 

Unfortunately we are still left with many unanswered 
questions that must be resolved in the not-too-distant future. 
For instance: How do we interpret statements by the 
manufacturers of industrial instrumentation that claim a 
device to be "accurate to within ±0.5 percent of full scale"? 
That is: How much of this is bias error and how much should 
be attributed to random or precision error? Similarly, when 
dealing with meter coefficients: How do we interpret values 
given in [17] for the 2a tolerance on the discharge coefficient? 
It is necessary that the concepts of this paper be adopted 
throughout all segments of industry and one day we will have 
a uniform, unambiguous method of estimating the un­
certainty of not only a flow measurement, but measurements 
of all kinds. 

Journal of Fluids Engineering JUNE 1985, Vol. 107/163 

Downloaded 02 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



References 
1 Ku, H. H., "Uncertainty is NBS's Business," presented to the NBS Ad­

visory Panel, October 9, 1975. 
2 Abernethy, R. B., et al., ICRPG Handbook for Estimating the Uncertain­

ty in Measurements Made With Liquid Propellant Rocket Engine Systems, 
JANNAF (formerly ICRPG) Performance Standardization Working Group 
Report CPIA No. 180 (AD 851 127), April 1969. 

3 R. B. Abernethy, et al., Handbook Uncertainty in Gas Turbine 
Measurements, USAF Arnold Engineering Development Center, Report 
AEDC-TR-73-5, Feb. 1973. 

4 Ku, H. H. Editor, Precision Measurement and Calibration, NBS Special 
Publication 300, Volume 1, 1969. 

5 Rosenblatt, J., and Spiegelman, C. H., NBS, Discussion, Technometric, 
Vol. 23, No. 4, Nov. 1981. 

6 NBS Postscript to Special Publication 300, Nov. 1980. 
7 Hersey, M. D., "A Development of the Theory of Errors With Reference 

to Economy of Time," British Association for the Advancement of Service, 
1913, Reprinted by Churchill Eisenhart, NBS, Journal of Research, 1965. 

8 Kline, S. J., and McClintock, F. A., "Describing Uncertainties in Single-
Sample Experiments," Mechanical Engineering, Vol. 75, 1953. 

9 MIDAP Study Group, "Guide to In-Flight Thrust Measurement of Tur-
bojets and Turbofans," Agardograph AG-237, Jan. 1979. 

10 ISO 5168, Measurement of Fluid Flow—Estimation of Uncertainty of a 
Flow-Rate Measurement, 1976. 

11 Abernethy, R. B., "SAE ln-Flight Propulsion Measurement Committee 
E33: Its Life and Work," SAE in Aerospace Engineering, Vol. 1, No. 1., July 
1981. 

12 Abernethy, R. B., et al., Instrument Society of America Measurement 
Uncertainty Handbook, ISBN: 87664-483-3 Revised 1980. 

13 Golden, R. W., "Semiscale Uncertainty Report: Methodology," prepared 
for U.S. Nuclear Regulatory Commission, NUREG/CR-2459, Sept. 1982. 

14 Schumacher, R. B. F., "Systematic Measurement Errors," ASQC Journal 
of Quality Technology, Jan. 1981. 

15 ASQC Writing Group Draft, American National Standard for Calibration 
Systems, 1983. 

16 ANSI/ASMEPTC 19.1, 1983, "Measurement Uncertainty." 
17 Fluid Meters, Their Theory and Application, 6th Edition, 1971, published 

by ASME. 
18 ANSI/ASME MFC-2M, 1983, "Measurement Uncertainty For Fluid 

Flow in Closed Conduits." 

164/Vol. 107, JUNE 1985 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



R.E.Smith, Jr. 
Chief Scientist & Director. 

S. Wehofer 
Engineering Specialist. 

Aeropropulsion Program Dept., 
SverdrupTechnology, Inc., 

AEDC Group, 
Arnold Air Force Station, Tennessee 37389 

From Measurement Uncertainty to 
Measurement Communications, 
Credibility, and Cost Control in 
Propulsion Ground Test Facilities1 

In the past several years significant advances have been made in altitude ground test 
facilities with respect to measurement accuracy and measurement cost control. To a 
large measure, the advances have been the result of the application of com­
prehensive measurement uncertainty evaluation programs. This paper discusses the 
specific measurement evaluation process used in the Engine Test Facility, Arnold 
Engineering Development Center. To explain this process, the reader is guided 
through the measurement process for engine thrust, an extremely critical parameter 
for propulsion performance testing. Although this paper focuses on the 
measurement of engine thrust, the overall objective is the general measurement 
evaluation process and its uses. The approach presented can be applied to any type 
measurement system. First, an overview of the measurement uncertainty 
methodology and its application in altitude engine test cells is presented. The paper 
concludes with a discussion of how measurement uncertainty results can be utilized 
to improve measurement understanding and presents the means to identify factors 
that must be controlled to achieve a reliable and accurate measurement assessment. 

Introduction 
One of the most important questions that an engineer must 

answer is "How good are your results?". Unfortunately, this 
is an area of engineering often not emphasized. A large part 
of the problem has been the lack of clearly established 
engineering standards for measurement accuracy assessments. 
The ability to resolve and understand measurement accuracies 
in propulsion ground test facilities improved immensely when 
in the early 1970's Abernethy and Thompson introduced an 
engineers' measurement uncertainty2 methodology to the 
aircraft turbine engine industry [1], The Abernethy-
Thompson method is based on the Interagency Chemical 
Rocket Propulsion Group (ICRPG) efforts [2] and was one of 
the first methods that enabled the engine measurement 
processes to be audited on an elemental error source basis. 
Since its introduction, the method has gained wide acceptance 

The research reported herein was performed by the Arnold Engineering 
Development Center (AEDC), Air Force Systems Command. Work and 
analysis for this research were done by personnel of Sverdrup Technology, 
Inc./AEDC Group, operating contractor for the AEDC propulsion test 
facilities. Further reproduction is authorized to satisfy needs of the U.S. 
Government. 

The terms measurement uncertainty and measurement accuracy are often 
used interchangeably when quantifying measured values. In this paper the more 
precise term measurement uncertainty, which is defined as the maximum 
inaccuracy or error that may be expected, will be used. 

Contributed by the Fluids Engineering Division and presented at the Sym­
posium on Uncertainty Analysis, Winter Annual Meeting, Boston, Mass., 
November 13-18, 1983. Manuscript received at ASME Headquarters, March 20, 
1985. 

by the aircraft turbine engine industry and is presently being 
considered as a standard by several engineering technical 
societies [3, 4]. 

The Abernethy-Thompson methodology served as the basis 
for the measurement uncertainty quality program adopted in 
1971 at the Engine Test Facility (ETF), Arnold Engineering 
Development Center (AEDC). This program has been in­
strumental in both developing procedures for determining 
engine performance measurement uncertainties and in im­
proving engine measurement techniques and practices. Since 
engine internal performance evaluations involve buyer/seller 
obligations, results from the AEDC/ETF program have been 
closely scrutinized by the aerospace propulsion community. 

The intent of this paper is to provide an overview of the 
AEDC/ETF measurement evaluation program and to discuss 
the utilization of the measurement uncertainty results. In this 
paper, for the purpose of describing the program, the reader 
is guided through the engine thrust measurement process. The 
first part of the paper deals with the definition of 
measurement uncertainty. This then is followed by a 
discussion on procedures for identifying and quantifying 
measurement error sources. Since this latter part requires 
some understanding of the measurement system, the 
discussion is preceded by a cursory description of a 
propulsion test cell and engine thrust measurement system. 
The next part of the paper discusses the measurement 
validation process which is a form of using unlinked, 
measurement self-consistency checks to preclude gross error 
omissions. Finally, the results and findings which evolve from 
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the measurement uncertainty assessment are reviewed, and 
the principal organizational requirements for implementing a 
measurement uncertainty evaluation program are addressed. 

Measurement Uncertainty Methodology 

Communications of measurement uncertainty numbers 
require a precise definition of what is meant by measurement 
uncertainty. Unless this is accomplished, any communications 
pertaining to absolute measurement uncertainty values or 
comparative results between two parties will be ambiguous. In 
the Abernethy-Thompson method, measurement error is 
defined as the difference between the measured value and the 
value that would be obtained by the National Bureau of 
Standards (NBS) (Fig. 1). Measurement uncertainty is defined 
as 

±U=±(B + t95S) 

and has two components: a random or precision error (S) 
[Fig. 2(a)] and a fixed or bias error (B) [Fig. 2(b)]. The t95 is 
the Student's-/ statistical parameter at the 95-percent con­
fidence level and is a function of the number of degrees of 
freedom or the number of data samples used in calculating the 
precision index. 

There are numerous error sources that must be considered 
to determine the total uncertainty of a given measurement 
system. In the AEDC/ETF measurement quality program, 
uncertainty analysis is performed using a building-block 
concept starting with a base calibration of the measurement 
transducer provided by a standards laboratory. Transfer 
errors are added to the base calibration to account for the 
installation and environment errors associated with the 
characteristics of the measurement .transducer and the 
transducer data-conditioning equipment. Finally, to complete 
the error source audit, elemental errors from the data 
acquisition and data-processing systems are evaluated and 
combined with the above error values. 

Measurement Error Identification/Quantification 

Identifying and quantifying measurement error sources 
requires both historical experience with the measurement 
system involved and a significant amount of engineering 
judgment and understanding. The logic used in this process 
can be exemplified by reviewing the AEDC/ETF turbine 
engine thrust measurement methodology. To understand the 
methodology, however, some descriptive background in 
propulsion test cell hardware configurations and thrust stand 
hardware is first in order. A detailed discussion of turbine 
engine thrust measurement has been presented by the authors 
in previous papers [5,6]. 

Test Configuration. In this paper, only thrust 
measurements in the so-called direct-connect test con­
figuration are considered. This particular test configuration 
derives its name from the fact that the engine inlet is directly 
connected to a controlled-air-supply system, and the engine 
exhaust exits into a separately controlled environment. 

The direct-connect configuration provides the best op-

MEASURED VALUE TRUE (NBS) VALUE 

-TOTAL ERROR -

0.960 1.0 0.970 0.980 0.990 

PARAMETER MEASUREMENT VALUE 
Fig. 1 Definition of measurement error 

AVERAGE MEASUREMENT 

SCATTER ATTRIBUTABLE TO 
PRECISION ERROR 

O: STANDARD DEVIATION 
S: ESTIMATE OF a 

0.953 0.968 0.983 

PARAMETER MEASUREMENT VALUE 
(a) Precision error (S) 

AVERAGE 
MEASUREMENT TRUE (NBS) VALUE 

BIAS ERROR -

SCATTER 
ATTRIBUTABLE TO 
PRECISION ERROR 

0.968 
PARAMETER MEASUREMENT VALUE 

1.0 

Fig. 2 
(b) Bias error (B) 

Classes of measurement errors 

portunity for the measurement of the steady-state behavior of 
the axial component of thrust produced by a turbojet or 
turbofan engine. The essential features of the direct-connect 
configuration are shown in Fig. 3. Although there are a 
number of hardware options available to implement each of 
the key functions in a direct-connect test configuration, it is 
nevertheless essential that each of the functions represented 
by these specific hardware items identified in Fig. 3 be suc­
cessfully implemented. 

B = bias error 
df = degrees of freedom or 

sample size 
F = thrust 

FNC = corrected net thrust 
Fs = measured scale force 

/ ( ) = function of argument within 
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= corrected high-pressure 
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= corrected specific fuel 
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ELEVATION VIEW

Fig. 4 Carriage thrust stand
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Fig.3 Direct·connect engine installation

Table 1 Scale force steady·state elemental error sources

ground plane behave as elastic pivots (flexures), and (3) the
thrust stand be capable of measuring bidirectional forces, i.e.,
forces acting in both the thrust and drag directions. The force
applied by the engine to the thrust stand (i.e., engine scale
force) is measured directly with a calibrated load cell.

After the engine and thrust stand installation is complete,
the measurement of scale force appears straightforward.
However, as with any measurement system, there are a
number of errors present in th scale-force measurement
system which must be identified and quantified if the
measurement is to be totally understood, and if the tester is to
establish measurement Credibility.

The scale-force steady-state elemental error sources are
identified in Table 1. The errors are divided into four
categories: (1) calibration, (2) data acquisition, (3) data
processing, and (4) installation/environmental. The load cell
calibration errors are those involved in the transfer of
standards down through the hierarchy to the data load cells.
The data acquisition effects reflect the errors present in the
electronic portions of the force measurement system. The
data processing errors are associated with the data sampling
rate and data display device (computer, strip chart,
oscilloscope, ... ). The final category, installation and
environmental errors, are the result of mechanical,
aerothermodynamic, and thermal effects on the measurement
equipment.

Generally, calibration, data acquisition, and data
processing errors are fairly well understood, and procedures
have been developed to quantify these types of error. In­
stallation and environmental effects however, are much more
difficult to recognize and evaluate. For instance, after an
engine installation is completed, the thrust stand assembly
may be viewed as an engine restraint system which reacts to
the engine thrust and drag by the deflection of a group of
springs acting in parallel, with each spring detlecting within
its elastic range. The primary spring is, of course, the data
load cell itself; however, other springs are typically (1) the
connecting engine service lines, (2) the axial-force component

First, the flow of air through the engine must be known
very precisely. The venturi shown in Fig. 3 represents one of
the devices available to accomplish this measurement. After
the flow of working fluid into the engine is carefully
measured, it is then necessary to condition the temperature,
pressure, and velocity profiles of the air entering the engine;
this conditioning is often accomplished with flow­
straightening screens, as shown in Fig. 3. It is important to
note that frequently the test will require nonuniform
aerodynamic profiles entering the engine. In a like manner,
these properties are generally obtained by the use of flow "un­
straightening" devices such as nonuniform screens or air
injection systems. An inlet plenum is then provided to permit
installation of the engine inlet bellmouth.

Finally, for control of the exit environment into which the
engine exhaust is discharged, it is necessary to utilize some
type of exhaust diffuser to collect the engine exhaust gases
and direct them away from the test cell.

The test cell ambient environment can be extremely
demanding from a measurement standpoint. Engine inlet air
temperatures can be minus 100°F while the exhaust gases read
3500°F. The test cell acoustic levels may be as much as 130
decibels, and engine vibrational displacement amplitudes may
be as much as 10 mils (0 to 1000 Hz), peak to peak. The
impact of all these conditions on the measurement process
must be included in the uncertainty analyses.

Scale-Force Measurement Method. The most commonly
used procedure for making engine force measurements in
propulsion test cells is the scale-force measurement method.
The essential characteristic of this method is that the engine is
installed so that it may be handled as a free body, and the net
forces acting around the free body provide a measurement of
the engine gross thrust. The most complex piece of test
equipment required by this method is the thrust stand. The
thrust stand attaches directly to the engine mounting hard­
ware and provides for the measurement of the net excess force
acting on the engine free body. The essential functions of the
thrust stand are shown schematically in Fig. 4. The example
chosen in this schematic is for a carriage thrust stand con­
figuration, i.e., the fixed frame (ground) and metric frame are
located below the engine. However, the same elements and
approximately the same relationships are required for an
overhead thrust stand designed for use with pylon-mounted
engines and other engines for which it is desired to use an
overhead mounting configuration except that the fixed frame
(ground) is located above the metric frame. The basic design
requirements for the thrust stand are that (1) both the ground
fixed frame and the metric thrust frame be dimensionally
stable at all engine and environmental operating conditions,
(2) all connecting linkages between the metric plane and the

I. LOAD CELL CALIBRATION

• NATIONAL STD. TO LAB STD.
• LAB STD. TO WORKING STD.
• WORKING STD. TO MEAS. STD.

II. DATA ACQUISITION
• LOAD CEll BRIDGES
• SIGNAL CONDITIONING EQUIPMENT
• RECORDING SYSTEM

III. DATA PROCESSING

• COMPUTER RESOLUTION
• CURVE FITTlNGfTABLE LOOK· UPS
• TIME SAMPLING

IV. INSTALLATION/ENVIRONMENTAL

• LOAD CEll PRESSURE EFFECTS
• TARE LOADS
• TEST CEll PRESSURE EFFECTS
• UTIlITY LINE PRESSURE EFFECTS
• THRUST STAND THERMAL EFFECT
• CELL COOLING AIR
• LABYRINTH SEAL MISALIGNMENT/BALANCE
• CENTERLINE LOADING
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TARE LOAD (THRUST DIRECTION) Table 2 Steady-state elemental error source audit 

* - STAND 

DEFLECTION 

LOAD 

CELL LIMIT 

TARE LOAD (DRAG DIRECTION) 

Fig. 5 Thrust stand force calibration (typical deflection-tare stacking) 

produced by the weight of the engine itself acting through the 
flexure link deflection, (3) the flexures which support the 
weight of the engine and the stand, (4) the weight of the stand 
itself, and finally, (5) the test cell service lines which provide 
the cooling water, instrumentation, and other test services to 
the engine. A typical thrust stand force calibration is shown in 
Fig. 5 for all of the thrust and drag restraints except for the 
load cell itself. Such calibration data are obtained in­
crementally during an engine installation period as the various 
components are added to the test unit installation. 

It should be noted that the data load cell train, which 
provides the actual force measurement during testing, is 
located off the centerline of the engine (Fig. 4). This 
characteristic feature results in a centerline offset loading 
effect which produces bending of the engine thrust stand and 
the engine mounting system. 

There are several other scale-force error sources which also 
must be evaluated using an inplace calibration approach. The 
flow nonuniformity existing at the labyrinth seal which 
separates the ground plane from the engine free body 
mounted on the metric thrust frame displays the net influence 
of streamline curvature on force measurement. These 
streamline curvature effects are generated by flow through the 
inlet contraction upstream of the labyrinth seal plane, by the 
forward-facing effects of flow around the engine bulletnose 
or spinner, and by the radial mass-flow characteristics of the 
compressor blade rows downstream of the seal plane. The 
thrust stand thermal effect shows the force generated because 
of changes in level and gradients of the temperatures in the 
metric thrust frame as well as in the ground plane. The cell 
cooling-air effect measures the forces generated by the ex­
tremely low-velocity airflow maintained through the engine 
compartment to scavenge vapors and to provide cooling of 
the test cell interior. The load cell thermal effect reflects the 
influence of small variations in temperature gradient through 
the thermally conditioned load cell units. In a similar manner, 
the load cell pressure effect reflects the influence of variations 
in ambient pressure on the data load cell. 

As can be noted throughout this section, there is no magic 
involved in identifying error sources. The error source 
determination process described above involves engineering 
studies and engineering analysis from personnel experienced 
in many different disciplines. As will be shown in a later 
section on measurement validation, there are, however, 
analytical checks that can be made to assist in the error 
identification process. 

The specific procedures and methods used to quantify error 
sources vary depending on the type error being evaluated. The 
general guidelines, however, are very similar for most 

( N O N A F T E R B U R N I N G TURBOJET) 
PARAMETER - SCALE FORCE 

MEASUREMENT R A N G E - 1CK T O 15K LBF 

ERROR SOURCE 

1. CALIBRATION (TRANSFER ERROR) 

A. NATIONAL STD. TO LABORATORY STD, 
B. LABORATORY STO. TO WORKING STD. 
C. WORKING STD. TO MEAS. STD. 

I I . D A T A A C Q U I S I T I O N 

A. EXCITATION VOLTAGE 
B. ELECTRICAL SIMULATION 
C. SIGNAL CONDITIONING 
0 . RECORDING DEVICES 

I I I . D A T A PROCESSING 

A. COMPUTER RESOLUTION 
B. CURVE FITTING 
C. TIME SAMPLING 

IV . I N S T A L A T I O N / E N V I R O N M E N T 

A. LOAD CELL AMBIENT PRESSURE EFFECTS 
B. TARE LOADS 
C. CENTERLINE LOADING 
D. THERMAL EFFECTS 
E. CELL COOLING AIR 
F. LABYRINTH SEAL MISALIGNMENT 

PRECISION 
INDEX 

UNIT OF 
MEASUREMENT 

+ LBF 

4.1 
5.8 
8.4 

1.7 
1.7 
1.9 

NEGLIGIBLE 

1.3 
1.5 

NEGLIGIBLE 

5.5 
14.7 
9.0 
4 .6 
2 .0 
2.8 

SAMPLE 

SIZE (dl) 

A
A

A
 

>30 
>30 
>30 

>30 
>30 

>30 
>30 
>30 

15 
>30 

12 

BIAS 
LIMIT 

U N I T OF 
MEASUREMENT 

± LBF 

3.5 
4.0 

11.9 

1.7 
1.7 
1.8 

NEGLIGIBLE 

1.2 
1.5 

NEGLIGIBLE 

8.0 
18.7 
14.0 

9.5 
2.0 
5.0 

Table 3 Scale-force steady-state error source audit summary 

ERROR SOURCE 

1. L O A D CELL C A L I B R A T I O N 

I I . D A T A A C Q U I S I T I O N 

I I I . D A T A PROCESSING 

IV . I N S T A L L A T I O N / 
E N V I R O N M E N T 

PRECISION (S) INDEX 

UNIT OF MEA­
SUREMENT, LBF 

±11 

±3 

±2 

±19 

SAMPLE 
SIZE (df) 

>30 

>30 

>30 

>30 

BIAS (B) LIMIT 

UNIT OF MEASURE­
MENT, LBF 

±13 

± 3 

± 2 

±27 

B T O T A L = j ! : B ? = ± 3 0 L B F 

UNCERTAINTY = ± [ 3 0 LBF + (2 .0) (22 LBF)] = + 74 LBF (OUT OF 15,000 LBF) 

measurement systems and are discussed in Ref. [1]. Generally, 
several common-type checks are used to assess error sources 
and consist of instrument "end-to-end" tests, inplace 
calibrations, response and environmental tests, data 
repeatability, linearity and hysteresis checks, and redundant 
checks with computer test codes and historical data. 

Once the error sources are identified and the magnitude of 
the errors determined, an elemental error audit, which is the 
Credibility basis for all measurement uncertainty analyses, 
can be accomplished. An example of a completed error audit 
for a scale-force measurement system on a nonafterburning, 
turbojet engine test is contained in Table 2. Table 2 identifies 
the individual error sources and the magnitude of the 
precision index, the bias limit, and the measurement sample 
size. Usually, it is informative to summarize the magnitude of 
the error by group (i.e., calibration, data acquisition, data 
processing, installation/environmental) to determine the 
relative influence of each error group on the final 
measurement uncertainty. Such a summary is shown in Table 
3 where it can be seen that the installation/environmental 
errors are ±65 lbf [i.e., ±27 + (2.0)(19)] out of a total scale 
force error of ±74 lbf; which says, "if you want to reduce 
scale force errors, concentrate on installation and en­
vironmental effects". 

Measurement Validation 

In addition to the scale-force measurement method, there 
are two other methods which can be used to evaluate engine 
thrust. For convenience, these methods are called (1) the 
momentum balance method and (2) the component per­
formance stacking or computer model simulation method. 
The essential features of each of these methods are shown 
schematically in Fig. 6. 

The momentum balance method requires the use of a 
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ESTIMATED ERROR BAND 

COMPONENT PERFORMANCE STACKING 

BVEASS.--

041 AUGMENTOR 

Fig. 6 Thrust measurement comparison methods 

complex traversing rake system and two relatively complex 
computer codes. The measurement principle of this system is 
that with an accurate survey of the working fluid stagnation 
properties, the engine internal mass flow and forces produced 
by the flow field as it exits the engine tailpipe nozzle can be 
resolved to determine the engine airflow rates and gross 
thrust. 

The component performance stacking method is basically a 
full computational method and depends on the proper ac­
counting of the mass, momentum, and energy of the working 
fluid as it passes through each of the components within the 
engine. The computer code must be amply supported by the 
data from component rig tests and model component tests 
early in the development of the code, and in these early stages 
the computer code is referred to as an uncorrected model (i.e., 
no full-scale data corrections). Later in the life cycle of the 
engine development and code development, substantial 
reductions in the uncertainty of the code values are possible if 
the results of full-scale engine tests are used to tailor the 
characteristics of the code. In the code, several elements such 
as compressors, turbines, and burner, for example, in the gas 
path and the several components in the control system are 
stacked together to provide an overall solution of the con­
trolled engine behavior. The code inputs can be as simple as 
the aircraft flight conditions and engine throttle setting or 
could include mechanical rotor speeds and intercomponent 
flow property values. 

A thorough discourse on the momentum balance and 
component stacking method can be found in Ref. [5]. For the 
purpose of this paper, it is only important to note that there 
are other means of evaluating engine thrust independent of 
the scale-force method. The maximum value of any 
measurement comes into play when two or more 
measurements of the same quality can be employed 
simultaneously. Because of the relatively weak coupling 
between both inputs and outputs of the scale-force, 
momentum balance method, and component stacking 
method, substantial diagnoses and understanding of the 
individual factors which make up the overall thrust per­
formance of an engine can be obtained from the simultaneous 
determination of thrust by multiple methods. The overall 
resolving power of these combined methods is easily 
demonstrated with test data obtained from an engine 
development program. 

Engine gross thrust obtained by the scale-force method is 
compared (Fig. 7) with the gross thrust obtained from the 
momentum balance method, and component stacking method 
(uncorrected model). In this particular approach to thrust 
measurement, the gas properties at the exhaust nozzle inlet 
were measured experimentally during test operation. These 
values of gas properties were then used in combination with 
the momentum balance method and with thrust coefficients 
from the component stacking method to obtain a gross thrust 
value independent of most of the parameters used to obtain a 
gross thrust value by the scale-force method. As shown in Fig. 
7, the thrust values from the scale-force and momentum 
balance methods agree within the measurement uncertainty 

FULL-SCALE TEST 
• MOMENTUM BALANCE 

GROSS THRUST (SCALE FORCE) 

Fig. 7 Thrust redundancy checks 

- COMPONENT STACKING 
(UNCORRECTED) 

INITIAL THRUST VALUE 
USING SCALE MODEL 
THRUST COEFFICIENTS 

RAKE AND WALL 
DRAG 

TEMPERATURE PROFILE 

PRESSURE PROFILE 

SWIRL AND MIXING 

• COMPONENT STACKING CORRECTED FOR 
FULL-SCALE ENGINE EFFECTS 

" GROSS THRUST (SCALE FORCE) — B -

Fig. 8 Resolution of scale model and full-scale engine thrust data 
(nonafterburning turbojet) 

bands of these methods. The agreement (or disagreement) 
with the uncorrected model data, however, is well outside the 
quoted uncertainty bands for each of the methods. 

The thrust data from the component stacking and scale 
force methods were analyzed and compared one against the 
other in an attempt to quantify the term-by-term differences 
and to analyze and resolve the differences shown in Fig. 7. 
The results of this effort are shown in Fig. 8. The initial values 
of the two sets of thrust measurements are repeated along the 
top line shown in Fig. 8. The detailed analysis of the thrust 
information showed that from two to three percent of the 
differences in the thrust values were caused by improper 
accounting for the rake drag and wall drag in the engine 
tailpipe. Another one percent of the difference was related to 
improper accounting for the substantial profile variations of 
total pressure and total temperature at the nozzle inlet. And, 
finally, another one percent of the difference was related to 
the gas swirl and mixing losses produced by the turbine and 
exhaust sections of this particular engine. When all of these 
factors were properly placed into the component stacking 
method, the results from all the methods agreed within ap­
proximately ±0.5 percent, as shown by the bottom line in 
Fig. 8. Thus, this resolution of what was initially an unac­
ceptable variation in experimental measurements has now 
become a single value of measured thrust and a series of 
explicit values of second-order engine flow effects which were 
initially unidentified error sources. 

Another valuable measurement check is facility-to-facility 
comparisons. Interfacility comparisons can be an extremely 
effective means for both evaluating and validating 
measurement results and should be periodically conducted to 
determine whether significant differences in measured values 
exist. On most turbine engine performance test programs, the 
engine will be tested on a sea-level test stand prior to being 
tested in an altitude test facility. It is, therefore, standard 
practice to compare engine sea-level stand thrust data with the 
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Fig. 9 Interfacility data comparison 

corresponding sea-level thrust data from the altitude test 
facility. Results from one such correlation test using a low-
bypass turbofan engine and involving three different ground 
test facilities are presented in Fig. 9 [7]. Facilities " B " and 
" C " net thrust and specific fuel consumption values agreed to 
within one percent, which was within the quoted interfacility 
measurement uncertainty band of 1.5 percent. Facility " A " 
values were greater (approximately 2 to 2.5 percent) than both 
" B " and " C " values. This difference was traced to an 
inaccuracy in Facility's " A " bellmouth flow coefficient and 
omission of an inlet momentum term in the calculation of 
gross thrust. As a result of this interfacility comparison, 
Facility " A " was able to identify two unaudited error sources 
and upgrade their measurement system. 

Measurement Uncertainty Utilization 

One of the challenges that befalls the engine ground tester is 
the task of matching the measurement system to the program 
requirements in order to control resource expenditures - Cost 
Control. In order to accomplish this task, the engineer must 

1. make pretest measurement uncertainty estimates to 
ensure that an acceptable measurement system will be 
selected, 

2. identify the measurement factors that must be con­
trolled in order to meet the program uncertainty 
requirements, and 

3. estimate the manhour resources required to meet the 
test program uncertainty objectives. 

To generate the required information, historical data relating 
measurement system uncertainties to measurement factors are 
compiled in the form of error charts. 

Error charts provide two major benefits: they enable the 
tester to (1) make pretest estimates of measurement accuracies 
for a specified level of effort and (2) identify the measurement 
system error sources that can most effectively be worked to 
improve the test results. An example of a thrust error chart is 
shown in Fig. 10. The chart abscissa lists the error sources that 
influence the measurement of the performance parameter. 
The chart ordinate specifies the level of this influence. An 
open or unhatched bar depicts the nominal range of the 
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Fig. 10 Thrust measurement elemental error charts 

systematic errors, and the cross-hatched bar depicts the error 
range that can generally be achieved with a normal effort to 
account for correctable errors. Thus, the magnitude of the 
cross-hatched bar corresponds to the magnitude of combined 
error sources which are considered random in nature and not 
readily correctable in the measurement system. The Fig. 10 
error charts quantify the various gross thrust error sources for 
the scale-force and momentum balance methods. The 
magnitude of the individual error terms will vary as a function 
of the engine cycle and operating condition. In order to show 
this effect, an error chart is presented for both a nonafter­
burning turbojet engine operating at military power and sea-
level altitude [Fig. 10(a)], and for a turbojet engine operating 
at maximum (afterburning) power at an altitude of 40,000 ft 
[Fig. 10(6)]. 

The largest correctable error for the scale-force method 
nonafterburning, low-altitude case is the tare load effect. The 
tare load shown reflects the stiffness of the thrust stand 
support systems and service systems. The centerline loading 
error quantifies the effect of the bending of the thrust stand 
and engine mounting system because the data load cell is not 
located on the engine thrust centerline. However, the tare 
loads and centerline loads can be established with such a high 
degree of precision that the overall effect of each of these 
errors is less than ±0.1 percent of the measured gross thrust. 
Similarly, with additional effort, the probable error range for 
the other primary sources of scale-force error can also be 
established with a high degree of precision. 

The largest correctable error for the scale-force method for 
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MEASUREMENT RESOURCES, UNITS 

Fig. 11 Impact of thrust measurement uncertainty on program 
measurement resources (nonafterbuming turbojet engine) 

the afterburning, high-altitude case is the effect of varying test 
cell ambient pressure on the data load cell and thrust stand. 
For present-day equipment the magnitude of this effect 
typically lies in the range of 0.5 to 1.5 percent of full scale of 
the scale-force measuring system. However, the load cell and 
thrust stand response to changing pressures can be established 
with such a high degree of precision that the overall effect of 
this error is less than ±0.1 percent of the measured force. 

The largest error sources in the momentum method are the 
drag of the survey rake (although this will vary in each ap­
plication depending upon the particular rake design) and 
errors from nonuniform flow profiles of total pressure, total 
temperature, static pressure, and angularity in the flow. These 
types of errors, however, can be corrected using theoretical 
and experimental treatment. Other error sources such as flow 
swirl and viscous effects, gas properties, and nozzle leakage 
can be controlled by careful design of the experiment. 

For the afterburning case, a direct measurement of the 
tailpipe pressure and temperature profiles is generally not 
practical. Therefore, bulk values of the tailpipe flow 
properties are estimated based on a tailpipe heat and 
momentum balance or a value is obtained from the engine 
math model simulation for the particular test conditions. 
Obtaining a value in this manner, however, results in a larger 
error for the pressure, temperature, and gas property values 
and means that profile effects are not correctable. 

Once the test program performance uncertainty 
requirements have been defined and the measurement un­
certainty error charts have been generated, the tester can use 
the charts and test requirements to arrive at a measurement 
system selection and a test measurement cost estimate. The 
measurement selection is made by reviewing the individual 
error charts to determine which systems can meet the test 
requirements. Having defined the measurement system, the 
hardware and software requirements can be defined, and the 
work efforts required to address the correctable error sources 
can be estimated. An example of an engine thrust 
measurement uncertainty and resources tradeoff curve for 
different measurement approaches is shown in Fig. 11. It can 
be seen as the thrust measurement uncertainty requirements 
are reduced, the proposed measurement method changes and 
resource requirements increase exponentially as the un­
certainty requirements approach the current state-of-the-art. 

The resource trend curve in Fig. 11 applies to a non-
afterburning turbojet engine and assumes that a component 
stacking model adjusted to sea-level test stand data is 
available for thrust predictions. Since the component stacking 
method is basically an analytical effort, this is the least costly 
approach. However, for measurement uncertainties less than 
5 to 10 percent, full-scale altitude test data are required to 
further refine the model, and at this point, the momentum 
balance method becomes a more economical choice. As the 

measurement uncertainty requirements are further reduced, 
the momentum balance, tailpipe rake sampling requirements 
and the supporting analytical analysis requirements reach a 
level where it becomes more economical to use the scale-force 
method. For thrust measurement uncertainty requirements 
less than nominally 0.5 percent, additional thrust 
measurement technology must be developed, and this will be 
costly to accomplish and difficult to schedule. 

Measurement Uncertainty Implementation 

Implementation of a measurement uncertainty program 
primarily requires three actions: 

1. adopting a measurement uncertainty methodology, 
2. establishing a measurement uncertainty overview 

committee, and 
3. assigning a measurement uncertainty assessor and 

historian. 

The primary consideration for adoption of a measurement 
uncertainty methodology is industry acceptance. The 
measurement uncertainty methodology used within the 
aerospace propulsion industry (i.e., the Abernethy-Thompson 
method) has gained acceptance by several engineering 
technical societies [3, 4, 8, 9]. The procedures defined by the 
Abernethy-Thompson methodology are sufficiently general 
so that they may be applied to virtually any type of 
measurement system. In the AEDC/ETF the same un­
certainty methodology is used for research experiments, 
development testing, and testing of production propulsion 
systems. 

Once a measurement uncertainty methodology is adopted, 
it is necessary to convene some type of committee to establish 
specific measurement uncertainty practices within your 
company's operation that meet the measurement uncertainty 
methodology guidelines. In the AEDC/ETF this committee is 
made up of members from each of the disciplines involved in 
the measurement activities: measurement installation, 
calibration, data acquisition, data processing, and analysis. 
The committee has the requirement to establish measurement 
practices consistent with the adopted methodology. This 
includes instrument calibration practices, instrument in­
stallation requirements, error source identification and type 
(i.e., precision or bias), measurement evaluation practices, 
and the measurement error evaluation procedures. 

Finally, someone must be tasked to continuously monitor 
the ongoing test programs to ensure that the measurement 
uncertainty requirements are being met. This task primarily 
consists of reviewing test calibration data and taking random 
measurement samples and evaluating measurement 
precision and bias errors while the test is being conducted. At 
the completion of the test, the measurement uncertainty 
assessor must make the final evaluation of the measurement 
uncertainty levels achieved for the test and report his findings 
in the form of an error audit table such as Table 2. The 
measurement uncertainty assessor also uses the findings from 
each test to establish a measurement uncertainty data base 
(error charts being one means) from which to make future 
pretest predictions. 

The first thought entering the reader's mind at this point is 
that a measurement uncertainty evaluation program can be 
expensive and time consuming. At the AEDC/ETF the 
measurement uncertainty effort discounting the initial 
program start-up efforts consumes less than two percent of 
the company's manhour resources: certainly a small in­
vestment for such a significant payoff. 

Summary 

Measurement uncertainty analysis is not only a means for 
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quantifying measurement goodness but also a means for 
measurement control. The measurement uncertainty program 
described in this paper addresses three of the more difficult 
areas which confront the measurement engineer. 

Communications. Communications of measurement 
uncertainty values requires a precise definition of the means 
used to derive the measurement uncertainty values. Using the 
Abernethy-Thompson methodology, a systematic approach 
for evaluating and reporting measurement results has been 
developed. This same methodology can also be used to bring 
measurement uncertainty results derived using different 
methodologies to a common basis. 

Credibility. The basis for measurement credibility 
espoused in this paper is the elemental error audit. The error 
audit reports three pieces of information: (1) the error source, 
(2) the bias and precision error values, and (3) the method 
used to quantify each error value. 

Cost Control. By developing measurement error charts 
and measurement uncertainty-resource plots, the engineer can 
compile the necessary data to (1) make accurate pretest 
measurement uncertainty predictions, (2) match measurement 
hardware and software requirements to the test measurement 
uncertainty requirements, and (3) identify measurement tasks 

and systems that are cost-efficient with respect to the test 
program objectives. 
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Using Uncertainty Analysis in the 
Planning of an Experiment 
A simple example using convection heat transfer is used to illustrate the use of 
uncertainty analysis in PLANNING experiments. Major points made are: (i) the 
choice of test and data-reduction procedure can have important impact on the 
accuracy of the results, with one procedure better for some conditions and the other 
better in other ranges; (ii) it is important to specify carefully the level of replication 
{what is held constant and what varied in a given test), since otherwise an inap­

propriate value of uncertainty may be generated; (Hi) reliable means for cross­
checking and Ior externally validating the results of an experiment are necessary if 
predicted uncertainties are to be confirmed; (iv) in experiments where data are 
reduced by computer, uncertainty analysis can be done by sequential perturbation, 
using the main data-reduction program itself. 

Introduction 

Uncertainty Analysis of a proposed experiment can pay big 
dividends in the planning stage of an experiment, providing 
guidance for both the overall plan and for the execution of the 
details. 

When two or more approaches are available for the same 
task, a question frequently raised is, "Which of these 
methods will produce the best data?" If the word "best" is 
interpreted to mean "least uncertain," the question can be 
answered before the experiment is ever run, using the 
techniques of Uncertainty Analysis. In the present paper, two 
different techniques are considered for a hypothetical ex­
periment, either of which could apparently be used. Un­
certainty Analysis provides important input to the selection 
process by pointing out the uncertainty which would result 
from each method. 

The application of Uncertainty Analysis to a proposed test 
program is called a priori Uncertain Analysis in the author's 
laboratory, and "pre-test analysis" in other works (Aber-
nethy et al. 1981). These two terms may be synonymous and 
are only subtly different, at most. 

This paper describes the use of a priori Uncertainty 
Analysis in choosing between two proposed techniques for 
measuring the heat transfer coefficient from a cylindrical rod 
to an air stream. 

The analysis starts with the data-reduction equations for 
each method (the equations by which the result will be 
computed from the raw data), along with estimated values of 
the uncertainty in each piece of input data. The uncertainties 
in the results are then calculated for representative points 
across the domain of the proposed experiment by each of the 
two methods. Once the uncertainties of the two methods are 
displayed, the choice between the methods is obvious. 

In the present paper, the focus is on the use of Uncertainty 

Contributed by the Fluids Engineering Division and presented at the Sym­
posium on Uncertainty Analyses, Winter Annual Meeting, Boston, Mass., 
November 13-18, 1983. Manuscript received at ASME Headquarters, March 20, 
1985. 

Analysis as an aid in decision making, not on the technique of 
Uncertainty Analysis itself. Those techniques have been 
discussed in previous publications (Kline and McClintock, 
1953; Abernethyetal. 1981; Moffat, 1978; Moffat, 1982. 

The main body of the paper proceeds as though the ap­
propriate value for the uncertainty were known for each 
measurement, and as though the mathematical procedures of 
Uncertainty Analysis could be applied to the data-reduction 
equations with no special difficulties. As a supplement to the 
main text, there are two appendices which treat these issues in 
more detail: (I) Identifying the Uncertainty in a Measurement, 
and (II) Computerizing Uncertainty Analysis. 

The Physical Situation and Energy Analysis 

This experiment involves measuring the convective heat 
transfer coefficient from an existing test specimen (a cylin­
drical rod) in an airstream over a range of velocities. The 
objective is to produce a reference-quality data set describing 
the "constant properties" heat transfer coefficient over a 
range of Reynolds numbers. The test is to be designed to 
achieve the minimum uncertainty which can be realized using 
available instruments and equipment. All testing is to be 
conducted at approximately ambient conditions of tem­
perature and pressure, using an existing test tunnel, but the 
velocity can be varied over a wide range. 

Figure 1 shows the test specimen and illustrates the energy-
flow terms recognized as "possibly important" in establishing 
its thermal response. 

Considering a control volume which includes all of the test 
specimen but is infinitesimally outside its surface, an energy 
balance yields equation (1): 

hA (T- T„ ) + oeA (T4 - T* ) + 2Ke ( T - T„) 

dT (D 
+Mc W=0 

de 

In this equation, it is assumed that the temperature is 
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lend cond. 
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Fig. 1 The test specimen and the energy flows 

uniform inside the rod, so that the single symbol, T, 
represents both the surface temperature and the average 
internal temperature. This assumption limits the test range to 
relatively low " / j " values, those for which the internal 
temperature gradient is negligible compared to the tem­
perature difference used in defining h. The usual method is to 
calculate the Biot number hr/k, and require that it be 0.01 or 
less (depending on how critical is the experiment). 

This energy-balance equation is the basis for both of the 
techniques considered for the present experiment—the steady 
state and the transient methods. 

The Steady-State Method. Equation (1) can be solved for h 
by simply rearranging it. If, at the same time, a linearized 
approximation is substituted for the radiation term and the 
temperature of the tunnel walls is assumed to be the same as 
that of the tunnel air, a particularly helpful form emerges: 

h=-
W 

•-4oeT* -2K„-
Mc dT/dd 

(2) 
A{T~T„) ' "' A ( T - r . ) 

In equation (2), the first term is a first approximation to h, 
and the following terms are the corrections which should be 
applied to account for radiation (4aeT^ ), end conduction 
(2Ke), and unsteady test conditions (Mc dT/dd)/{A(T-
Ta)). 

Equation (2) is the data-reduction equation for the Steady-
State tests. For simplicity in illustrating the use of Uncertainty 
Analysis in the planning of the experiment, only the first term 
is used in the following calculations. Thus, for the present 
purpose, equation (3) is the data-reduction equation: 

W 
h= (3) 

The Transient Method. In the transient method, the 
specimen is first heated above the air temperature and then 
quickly inserted into the flow. (The intent is to produce the 
equivalent of a "step-change" in temperature of the 
surrounding. There are several ways to accomplish this goal, 
some of which do not involve actually moving the test piece.) 
The temperature of the specimen is recorded during the 
cooling interval, and the heat transfer coefficient deduced 
from the time-temperature history. Typically, there is no 
power applied during the cooling transient; hence W — 0. 

The data-reduction equation for the transient method is 
derived from equation (1) by linearizing the radiation term 
and collecting all heat transfer terms using an "overall /?" 
defined as: , >, 

hQ=h+4oeT,l + 

With the use of h0, equation (1) becomes: 

h0A(T-T„)+Mc~=0 
dQ 

(4) 

(5) 

If An remains constant throughout the transient, this equation 
has a simple solution. 

Values of (T—Tv,), on semi-log coordinates versus time, 
are shown in Fig. 2. The "characteristic time" of the sytstem 
is found from: 

02 - 0 1 
T= (6) 

-(££) 
Any two points within the linear portion of the curve can be 

used as points 1 and 2. This method is preferred over the use 
of a single measurement of the 0.632 completion time, 
because it uses more information from the test, is less 
susceptible to error, and is self-validating. (In cases where the 
thermal response of the system cannot be described by a 
simple linear, first-order equation such as equation (5), the 
line will not be straight. Curvature in the plot of (T— Tm), in 
these coordinates, is evidence that the proposed procedure is 
not applicable and some other procedure should be sought.) 

100 
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Fig. 2 Typical data from a first-order system during cooling 

The value of h0 is found using the definition of "charac­
teristic time" and h found from h0 by subtracting the terms 
originally embedded in if. 

h = 
Mc 

-4otT,l -
2K„ 

(7) 
TA '" A 

In illustrating the use of Uncertainty Analysis for the 

N o m e n c l a t u r e 

A = heat transfer area 
c = specific heat of test specimen 

D = specimen cylinder diameter 
h = heat transfer coefficient 
k = thermal conductivity of test 

specimen 
Ke = effective end conductance 

L = length of test specimen 

M = 
R = 

T = 

T 
T 

mass of test specimen 
result of experiment; calculated 
from x,'s 
temperature on heat transfer 
surface, assumed uniform 
effective mean temperature for 
radiation 
temperature of enclosure walls 
ambient air temperature 

W = power supplied to specimen 
x, = the jth variable measured in the 

experiment 
6 — time 
a = Stefan-Boltzmann constant 
e = emissivity of body; parameter 

of incremental variation in App. 
II 

r = time constant of system 
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present paper, only the first term will be used. Thus the data-
reduction equation for the transient method is: 

Uncertainty Analysis—General Forms 

Execution of an Uncertainty Analysis requires reporting of 
the uncertainty in each measurement, as well as the value 
itself. Each recorded piece of data is considered to be: (1) an 
independent observation, (2) from a Gaussian population of 
possible values, and (3) the uncertainty interval quoted for 
each variable must be quoted at the same "odds." A complete 
entry is: 

xi=xi±8xi (20/1) (9) 
Equation (9) means: "The observed value was xh and 19 of 

20 readings of x, are expected to lie within ± 8x: of that value, 
if repeated readings are taken, following a prescribed 
replication pattern." It is important that 8xt accurately reflect 
the uncertainty in xt for the considered level of replication. 
This topic is discussed in Appendix I. 

For a result, R, calculated from a set of input data {xx, x2, 
x3, . . . , xN), the uncertainty is: 

(/ dR \ 2 / dR \ 2 ( dR \ 2 l ] / : 

(10) 

For the special case where the result R can be written as a 
product of terms, each raised to some power, the Relative 
Uncertainty, 8R/R, can be found by equation (12); i.e., 

if R=XlX2X3- • -X% (11) 

then 

%-mr<>%)'+•-mr «» 
This form is particularly useful if the uncertainties in the 

input values are known as "percent of reading" or can easily 
be put in that form before the Uncertainty Analysis is done. 

Uncertainty Analysis—The Steady-State Method 

In the steady-state method, h is found using equation (2), 
but for illustration of the Uncertainty Analysis, equation (3) 
will be used. This is in the form of equation (11) and allows a 
simple, relative uncertainty calculation. 

Applying equation (12) to the data-reduction equation for 
the Steady-State case yields the following equation for the 
relative uncertainty in h, using the steady-state method: 

8h C/8W\2 /8D\2 (8L\2 / S A 7 V - ) 1 7 2 

T = 1 ( I F ) +(D) + ( T ) + ( l r ) J (13) 

For the instruments available, the uncertainty estimates 
were assumed to be: 

51^=0.5 W 
8D = 0.025 mm 
8L = 0.125 mm 

<5Ar=0.2C 

The effect of these uncertainties will depend on the values 
of W, D, L, and AT, and some of those values will change 
with test conditions. To estimate the uncertainty before the 
test is run, some decisions must be made about the conduct of 
the test. 

In the present case, the specimen is assumed to exist; 
therefore D and L cannot be changed: D = 0.0254 m and L = 
0.254 m. 

In heat transfer measurements, it is good practice to keep 
the surface temperature constant throughout the test, in order 
to eliminate the effect of changes in fluid properties. If AT is 

chosen to be 20 C, the relative uncertainty in AT will be 1 
percent, an acceptable level. The overall uncertainty of the 
measurement of h will then depend on the power level, W, 
which will change as the air velocity changes. To estimate this 
effect, only an estimate of the range of expected h is needed. 
The uncertainty in h can then be calculated as a function of h. 

Based on the results of related or similar tests, it was judged 
that h would probably lie between 10 and 1000 W/m 2C. For 
the given geometry, for several possible values of h, the 
power, W, was calculated using equation (3). Then, for each 
of those values of h, the relative uncertainty was estimated 
using equation (13). The results are shown in Fig. 3. 

The Relative Uncertainty in h is largest at low values of h, 
where the uncertainty in W dominates the calculation. As h 
increases, the uncertainty decreases. 

Uncertainty Analysis—Transient Method 

In the transient method, h is found using equation (7), but 
for illustration of the uncertainty analysis, only the first term 
will be used, i.e., equation (8). 

Once again, the form allows a simple determination of the 
Relative Uncertainty, 8h/h, following equation (12): 
8h C/8T\2 / 5 C \ 2 

+ (-M)
 + U ) + ( T ) J (14) 

The data list is quite different from that of the steady-state 
method, and some new uncertainty estimates are needed. The 
following values were used. 

8T= 0.0025 
5M= 0.001 kg 
8c = 0.004 kJ/kgC 

50 = 0.025 mm 
8L = 0.125 mm 

For the range of h already defined, values of r were 
calculated, using equation (8), and used to predict the relative 
uncertainty in h at each point in the operating domain of the 
experiment. The results are shown in Fig. 3. 

Fig. 3 Comparison of the uncertainty intervals of the two methods 
proposed - Nth order 

Comparison and Interpretation 

Figure 3 shows the cross-over point to be A = 100 W/m 2C. 
For tests where h is expected to be above that value, the 
Steady-State method would be specified, while for tests below 
that, the Transient method would yield lower uncertainties. 

In the present illustration, the scope of the experimental 
variations was limited in order to channel the development 
quickly toward a single solution. In a more general case, one 
might find that the dimensions of the test specimen, the test 
velocity, the operating temperature difference, and other 
degrees of freedom exist. It may begin to appear that the 
possibilities are endless. The important point to remember is 
that desk-time is cheaper than test-time. Uncertainty analysis 
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will frequently reveal that an apparently plausible test 
program simply cannot deliver the required precision. 

What Does the Calculated Uncertainty Interval Mean? The 
uncertainty intervals used as input for the Steady-State 
method were dW, dD, dL, and dAT, while for the Transient 
method, the inputs were dr, dD, dL, dM, and dc. The in­
dividual estimates included allowances for both the reading 
uncertainties and the calibration uncertainties in the in­
struments involved; they are M h Order Uncertainty Interval 
estimates (following the material in Appendix I). The 
calculated uncertainty interval for the result is thus an 
estimate of the standard deviation of the population of all 
possible experiments like this one: any person, in any lab, 
using any set of instruments, should produce results which 
agree with these predictions. This is the type of uncertainty 
interval which should be quoted in reporting the work to the 
outside world. 

The results of repeated trials with the same specimen and 
the same instruments will display much less scatter than the 
prediction just made. This is called a First-Order replication; 
only reading uncertainties are sampled. For repeated trials 
with the same specimen in the present case, the input list of 
uncertainties reduces to dW and dT for steady State and dr 
alone for the Transient tests. Further, the uncertainty in­
tervals for these variables are smaller for the First-Order 
replication, since they now reflect only the reading un­
certainties. The calibration uncertainties of the instruments 
do not introduce scatter at this level of replication. Figure 4 
shows the First-Order uncertainty results for the two 
methods, assuming that one-half of the uncertainty originally 
quoted was due to instrument-calibration uncertainty. The 
effect is primarily at the low-uncertainty end of each testing 
range. 

12 -

1 0 -

Fig. 4 Comparison of the uncertainty intervals of the two methods 
proposed - first order 

Experimenters frequently calculate the Mh-Order un­
certainty interval for their tests and then are "pleased" that 
their results on repeated trials lie well within the calculated 
uncertainty! This does not have much meaning. The scatter on 
repeated trials should not be judged against the Mh-Order 
uncertainty, but against the First-Order interval, which is 
always smaller and sometimes much smaller. 

The First-Order uncertainty interval is used mainly in the 
"debugging" phase of an experiment, in which unusually 
large scatter can signify trouble with the experiment. 

The Mh-Order uncertainty interval should be reported with 
the data for external users. It is this value which relates to the 
agreement which others may expect to find with the reported 
data. 

Cross-Checking the Experiment. If possible, an experiment 
such as this should be equipped for both methods, thus 
providing a good opportunity for validating the experiment 
by cross-checking the two methods. In the vicinity of the 
cross-over point, both methods are equally certain; therefore, 
agreement of the results by the two methods constitutes strong 
evidence that the results are correct. Since the two methods 

have no data in common except the surface area of the 
specimen, there is no other single parameter which can affect 
both methods in the same way; if they agree, they are 
probably correct. 

One simple test for agreement between two uncertain 
results which should be the same but don't appear to be is to 
compare the observed difference with the calculated un­
certainty interval for the difference {R\ - R2)- This is the 
interval within which the observed difference would lie, 19 
times out of 20, by chance alone, if the mean of many dif­
ferences was zero (given the uncertainties in each of the 
terms). If the observed difference lies outside this interval, 
there is only one chance in 20 that the difference is not 
significant. 

Since the relative uncertainty in each result is already 
known, the calculation is simply: 

6(Ri-R2)= [{8Ri)
2 + (8R2)

2] (15) 

Conclusions 

Uncertainty analyses should be done as a routine part of the 
planning for experiments, not simply as go/no-go tests on the 
plan, but as contributory to the decision process concerning 
the test methods and objectives. 

The uncertainty interval for most experiments is dominated 
by the behavior of a few terms—frequently one or two. For 
planning purposes, it is generally sufficient to work with these 
only. 

Uncertainty estimates should be made at both First and 
Mh-Order, to provide proper guidance in debugging and 
proper evaluation for reporting. 
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A P P E N D I X I 

Identifying the Uncertainty in a Measurement 

There is no single value of uncertainty associated with a 
particular measurement in an experiment. The value which 
should be assigned as Sx depends on the objective of the 
analysis, as well as the characteristics of the experiment. 

The uncertainty assigned to a given variable represents an 
estimate of the scatter which would be observed if that 
variable were measured many times under prescribed con­
ditions and depends on what factors of the experiment are 
allowed to vary during those repeated trials. 

The difference between the true value and the recorded 
result of an experiment includes measurement errors and 
apparatus-dependent errors [5], but only measurement errors 
are dealt with here. The apparatus may have produced a bad 
example of the desired situation, in which case the results 
would be "wrong" even though the measurement uncertainty 
is low. 

First-Order Uncertainty Estimate. Consider a series of 
repeated measurements made over a short (but representative) 
time interval, using the same set of instruments, on a system 
nominally at a steady state. The only components in the 
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scatter will be those introduced by short-term instabilities in 
the process being studied and in the instrumentation. This is 
the most closely controlled form of replication. An un­
certainty estimate aimed at predicting this scatter will be 
called a First-Order uncertainty estimate [4]. 

The term First-Order uncertainty is synonymous with 
"Precision" as used by Abernethy et al. (1981). The First-
Order uncertainty estimate, as used here and in references [2 
and 4], makes no allowances for any "fixed errors' in the 
experiment; it accounts only for the errors which were ran­
dom as the experiment was conducted. Since the First-Order 
uncertainty estimate is used only to evaluate the significance 
of the scatter in repeated trials with the same equipment and 
the same instruments, the omission of "fixed errors" causes 
no problem; this is purely a "precision" issue. 

To estimate the First-Order uncertainty interval for a given 
measurement, a temperature, for example, one must operate 
the entire test apparatus at steady state long enough to take 30 
readings of the temperature in question, over a representative 
interval of time. The First-Order uncertainty interval for that 
measurement is taken to be twice the standard deviation of the 
sample of 30 readings. If the operating range of the apparatus 
is large, the First-Order estimate for each instrument should 
be checked at several points over the range of the apparatus to 
be certain that a representative value has been obtained. 

First-Order uncertainty estimates predict the scatter which 
would result from repeated trials using the same apparatus 
and instruments. They are used to evaluate the significance of 
the scatter which does result when the actual test is repeated: 
if the actual test data show more scatter than predicted by the 
First-Order analysis, the experiment is not well controlled. 

Nth-Order Uncertainty Estimates. When the intent of the 
uncertainty analysis is to estimate the total measurement 
uncertainty in an experiment, instrument calibration errors 
must be considered in addition to the random errors in­
troduced by unsteadiness and by reading errors. In a usual 
experiment, the instruments remain in place throughout the 
test series, and their calibration errors introduce "fixed 
errors" or "biases" to the result, but do not introduce scatter. 
If the instruments used on a real experiment were changed 
with each reading, the scatter in recorded results would un­
doubtedly go up. 

Instrument calibration defects can be incorporated into the 
present framework of uncertainty analysis by imagining a 
hypothetical replication pattern in which every instrument 
was exchanged for another (of similar type) after each 
reading. This hypothetical replication pattern would in­
troduce instrument calibration as a random variable. The 
actual, single-sample experiment which is done is simply one 
member of the population of hypothetical replications. 

The uncertainty estimate appropriate for this hypothetical 
replication is called the Mh-order uncertainty. It represents 
an outer bound for measurement errors due to uncertain 
calibration, system unsteadiness, and reading errors. The 
results of a single-sample experiment may still contain fixed 
errors due to system/sensor interactions, system disturbance 
effects, and conceptual errors [5]. These residual fixed errors 
can frequently be spotted by comparing experimental results 
with carefully qualified baseline results: if they differ by more 
than the Mh-order uncertainty interval, there is probably a 
residual fixed error. 

The Mh-order uncertainty estimate, for each measurement, 
is calculated from the observed First-Order estimate and the 
(assumed known) uncertainty in the instrument calibration. 
The two must be expressed in the same units, for the same 
odds, and are then combined using the Root-Sum-Square 
form. The result is an estimate of the most likely total un­
certainty in that measurement. It is assumed that all known 
errors (i.e., calibration curves, etc.) have been accounted for 

so that all that is left is the uncertainty in the calibration. This 
approach makes no allowance for any other class of "Fixed 
Errors." The resulting estimate is the smallest uncertainty 
interval which must be acknowledged for that one 
measurement. If Mh-Order estimates are used for all the 
variables in a calculation, the uncertainty in the result is the 
smallest which must be acknowledged to exist, consistent with 
the known properties of the input data. For precision in 
identifying the significance of an experiment, one wants to 
know the smallest uncertainty interval which must surround 
the data—not the largest; large uncertainty intervals render 
comparisons meaningless. 

Summary of Appendix I 

First Order: Record 30 readings from the instrument over a 
short but representative time interval. Find the standard 
deviation, a, of the 30 readings. The First-Order uncertainty 
for that variable, at those operating conditions, is 2a. The test 
should be conducted at more than one point inside the 
operating range and should be repeated at regular intervals to 
recertify the apparatus. 

Nth-Order: The Root-Sum-Square combination of the 
uncertainty in the instrument calibration and the First-Order 
result calculated above. The calibration uncertainty interval 
must be for the same "odds" as the First-Order uncertainty, 
typically 20/1. 

A P P E N D I X II 

Computerizing the Uncertainty Analysis by Sequentially 
Perturbing the Data-Reduction Program 

With the advent of computerized data reduction (including 
even the use of programmable hand calculators), it has 
become easy to do uncertainty analysis, on even the most 
complex programs. 

The most difficult part of uncertainty analysis is the 
determination of the partial derivatives shown in equation 
(10), which are central to the whole operation. Computerized 
data reduction makes this simple, however, if one examines 
the definition of the partial derivative operation: 

dR (**, + «*,-**,-) 
=lim (16) 

dXj r/.v,-o dx, 

From the above definition, it follows that the contribution 
from each of the /th variables to the total uncertainty in R is: 

/ dR \ 

These terms can be calculated by running the data-reduction 
program n + 1 times, once with the baseline data set (the 
recorded values of the *,) and once more for each variable, 
with the value of that variable increased by its uncertainty 
interval (and all of the other x's returned to their baseline 
values). The method is thus one of sequential perturbation, 
using the main data-reduction program as the calculator. 

The process is illustrated in Fig. 5 for calculation of h given 
the heat flux (W/m2) and two temperatures. The input block 
shows that the data are accompanied by estimates of their 
uncertainties. On the first pass, run " 0 , " the baseline value of 
h is calculated: h0. This is stored as the value of h and also for 
future use in each successive calculation. Next, the program 
increases the value of q by the amount 5q and recalculates h: 
hq. The difference (hq—h) represents the contribution to the 
uncertainty in h introduced by the uncertainty in q. The value 
of q is then reset to its baseline value, and another loop run 
for Tj and then for T2. The contributions are squared, 
summed, and the square root taken. The uncertainty in h is 
displayed for each value of h. 
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UNCERTAINTY ANALYSIS BY SEQUENTIAL PERTURBATION 
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Fig. 5 Illustrating the method of sequential perturbation using the 
uncertainty intervals directly 
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This method is far superior to the separate evaluation of 
uncertainty using a specially derived computer program for 
that purpose. For one thing, such special programs are 
uneconomical to write, being tedious in the extreme. For 
another, the uncertainty program would have to be updated 
with every change in the main program—a formidable task 
and one not likely to be done. By using the data-reduction 
program itself to compute the uncertainties, the program is 
automatically kept up to date. 

Large computers are not necessary; programmable hand 
calculators will do. Figure 6 shows a flow diagram for a 
"jitter package" which operates on a Tr-59 programmable 
hand calculator and does the uncertainty analysis for a data-
reduction program involving ten variables (Siebers, 1982). 

This flow diagram shows a more rigorous process than the 
one shown in Fig. 5. In Siebers' work, the truej'alue of the 
partial derivative is estimated using a separate parameter e, 
whereas in Fig. 5, the value of the uncertainty interval itself 
was used. Either method is acceptable in most crises. 

With the computerized uncertainty analysis so easy, it 
seems hard to justify not requiring it as an adjunct to every 
print-out which might be used for design or decision making. 

E X I S T I N G DATA-REDUCTION ROUTINE FOR CALCULATING PARAMETER F . 

Fig. 6 A flow diagram for the perturbation method using a small 
parameter < to find the partial derivatives 
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UNCERTAINTY DEFINITION' 
G. D. Lassahn2 

The importance of uncertainty analysis is finally becoming 
widely recognized, thanks mainly to a handful of diligent and 
dedicated individuals, most of whom are authors of other 
reports on uncertainty analysis in this volume. There is a 
natural inclination to feel that the task of developing and 
promulgating the theory and practice of uncertainty analysis 
is finished, and that we can now move on to new problems. 
However, there remains one not very noticeable but very 
important point to be resolved before uncertainty analysis can 
be considered a mature discipline. This point is the formal 
definition of uncertainty. 

In order to understand what is needed and why, we must 
have clearly in mind the difference between (1) the definition 
of a quantity, (2) the correct numerical value of that quantity 
in a particular application, (3) the value estimated by 
measurement or calculation in a particular application, and 
(4) a qualitative description or an intuitive understanding of 
the meaning of the quantity. Consider as an example the 
hydrostatic pressure of a stagnant fluid. This pressure might 
be defined as the force per area on a surface in contact with 
the fluid, assuming that force and area are already well 
defined and understood quantities. After such a definition is 
agreed on, it implies that there is some correct value of the 
pressure in any application; without a definition, it does not 
make sense to talk about a correct value. Various schemes 
might be proposed to measure the pressure with hardware or 
to predict it with theory in particular applications; we hope 
that the estimates resulting from these measurements and 
predictions will be at least close to the correct value, but we 
realize that there will usually be differences (errors) and we 
keep well in mind that there is a difference in principle be­
tween the correct value implied by the definition and the 
estimated value obtained from a measurement. The intuitive 
understanding of pressure, including for example the dif­
ference between pressure and force, might be built solely on a 
study of the definition but more often relies at least in part on 
experience and observation of examples. This intuitive un­
derstanding is usually more qualitative than quantitative. In 
any case, the intuitive understanding is not a substitute for the 
formal definition and should not be confused with a 
definition. 

Sometimes definition, correct value, measured value, and 
intuitive notions are confused with one another, especially in 
the developmental stages of a new concept, often 
unavoidably. One can imagine a tinkerer of long ago building 
and playing with a widget that responds to what we now 
understand as pressure. He might show the widget's operation 
to his friends, who would find it an amusing if useless toy: 

"What it is good for?" 
"It measures pressure." 
"What is pressure." 
"Pressure is what the widget measures" 
"That's nice. You have a widget that's good for nothing 

but measuring pressure, and pressure is good for nothing but 
stimulating your widget." 

The next natural step is for the inventor (he used to be a 
tinkerer) to define pressure in terms of the readings from his 
widget. But, this still leaves pressure and widget separate and 
removed from the practical, useful world of the engineer. 
Pressure and widget will remain useless until the scientist-
inventor-tinkerer shows the connection between his new 

1 Presented at the Symposium on Uncertainty Analysis, Winter Annual 
Meeting, Boston, Mass., November 13-18, 1983. Manuscript received at ASME 
Headquarters, March 20, 1985. 

2 EG&G Idaho, Inc., Idaho Falls, ID 83415 

concept and the rest of the world, until he understands and 
explains and DEFINES pressure in terms of other things that 
are already understood. 

The current status of uncertainty analysis, as presented by 
the most widely accepted methodology in this country, is 
much like the tinkerer-inventor stage of the pressure widget. 
There is a prescribed procedure for calculating the uncertainty 
(use the widget to measure the pressure), and the uncertainty 
is not defined except as the result of using the procedure (the 
pressure is whatever number you get from the widget). This 
leaves unanswered questions of great practical importance: 
What does the uncertainty mean? What is it good for? What 
can I use it for? How can I use it, and what good is it to me, if 
I don't know what it means? Are there other ways to deter­
mine the uncertainty when the prescribed procedure is not 
applicable? How do I know what other procedures might be 
acceptable if I don't know what uncertainty is, if uncertainty 
has not been defined? These questions have obvious analogs 
in the pressure widget example, and I believe that the concept 
of uncertainty can be as useful and important and precise as 
the concept of pressure has become. But, we are not there yet. 
First, there are qualitative statements of intuitive meaning of 
uncertainty, but these statements are not a good substitute for 
a definition and they cannot adequately answer the questions 
that arise for the serious uncertainty analyst. Secondly, the 
uncertainty values produced by the popular methodology do 
not have a consistent, quantitative meaning. (Contrary to the 
common assumption, they do not necessarily represent either 
a 95% or a 99% proability interval.) The meanings of the 
uncertainty values are different in different applications, and 
no one knows (without a separate analysis) the meaning in any 
one application. Third, two analyses of the same application 
can and usually do result in two different values for the 
uncertainty; this is analogous to two widgets giving different 
values for the pressure of a single fluid. As long as the un­
certainty (or the pressure) is defined to be the result of a 
procedure (or the widget reading), having two different results 
for one application is a serious dilemma. On the other hand, if 
we define the uncertainty in terms of other quantities that we 
already understand, and we recognize that the prescribed 
procedure is one imperfect way of obtaining an estimate of 
the correct value implied by the definition, then different 
results from different analyses are acceptable and expected. 

Thus, even though uncertainty analysis is very important, 
the popular methodology is not acceptable to the critical, 
thinking scientific community because of a lack of definition 
and the resulting lack of meaning of the uncertainty. Defining 
uncertainty is very easy and would require little or no change 
in the practical procedures in most applications. Various 
aspects of defining uncertainty have been discussed in several 
reports [1-4]. Let us take this final, simple step and make 
uncertainty analysis a complete, useful discipline. 

References 

1 Lassahn, G. D., LOFT Experimental Measurements Uncertainty Analyses, 
Volume I, Methodology and Summary, NUREG/CR-0169, EGG-2037, Vol. I, 
Mar. 1983. 

2 Lassahn, G. D., "LOFT Uncertainty Analysis Methodology," ASME 
Paper 83-HT-107, 21st ASME-AlChE National Heat Transfer Conference, 
Seattle, Washington, July 24-28, 1983. 

3 Lassahn, G. D., "Thermal-Hydraulic Uncertainty Analysis and 
Measurement Techniques," Transactions of the American Nuclear Society, 
Vol. 44, June 1983, pp. 610-611. 

4 Lassahn, G. D., "Requirements for Uncertainty Analysis Standards," 
Guest Column, Heal Transfer and Fluid Flow Digest, Vol. 17, No. 6, June 
1984. 

Journal of Fluids Engineering JUNE 1985, Vol. 107/179 
Copyright © 1985 by ASME

  Downloaded 02 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Discussion of Symposium on 
Uncertainty Analysis 

Edited by T. Heidrick1 

Question from the Audience 
If you were the editor of the JOURNAL OF FLUIDS 
ENGINEERING, what would you demand regarding an un­
certainty analysis? 

All panelists were in agreement that some kind of an un­
certainty analysis should be required. Individual other 
comments were: 

R. Abernethy: 
I would require estimates of precision, bias, and sample size 

(i.e., is it a small sample?) 

R.J . Moffat: 
I would like to see a large (>20) set of initial repeat tests as 

a baseline check and demonstration of good precision. 

S. Wehofer: 
First, I think that any properly qualified uncertainty 

measurement information is preferable to no information. At 
the other end of the spectrum, I would ask for an estimate of 
the following features: measurement range, level of the bias 
errors, level of the precision errors, the sample size, and a 
reference to the methodology and tests used to estimate the 
error levels. 

Comment 

An appeal was given by the panel and audience for in­
strument vendors to provide uncertainty data with any of 
their instruments. 

Question from the Audience 

Do you think that there's a single uncertainty procedure 
that will handle the analysis of all types of experiments? 

1 Alberta Research Council, Edmonton, Alberta, Canada. 

R. B. Abernethy: 
The new ASME/ANSI standards now being printed should 

cover all cases. We have good experience over two decades 
applying this method to all types of experiments. 

R.J.Moffat: 
I'm concerned primarily with single-sample type ex­

periments and don't require many of the features of the 
ASME procedures. I need only a few specific parts. 

For "once off" experiments that can't be repeated, I 
recommend the use of the methods outlined by R. B. Aber­
nethy. However, if a series of tests is to be done on the same 
test rig, I would recommend that a series of about 30 repeated 
tests be initially done to establish the repeatability statistics 
for the apparatus. Thirty tests should be sufficient (based on a 
Student's t distribution), so long as the range of the test 
matrix for subsequent experiments does not change com­
pletely. 

S. Wehofer: 
At the AEDC Engine Test Facility we use the same 

measurement uncertainty methodology for turbine engine 
tests, rocket tests, and research experiments. The type of 
checks used to identify and quantify error sources of each of 
these tests varies, of course, depending on the available data 
base and the particular measurement process. 

G. D. Lassahn: 
I am also primarily interested in single-sample data, and 

hence methods requiring averages are not applicable. No 
method is totally satisfactory, since most data have generally 
questionable distributions. I believe ones needs look on 
uncertainty value and a statement of the meaning of un­
certainty in publishing experimental results. 
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1983 Symposium on Uncertainty Analysis 
Closure 

S. J. Kline 
Professor of Mechanical Engineering, 

Stanford University, 
Stanford, CA 94305 

Fellow ASME 

This symposium contains more comprehensive presen­
tations and discussions of uncertainty procedures than has 
previously been available. Since these materials extend our 
understanding in several ways, it is important to recap the 
results and summarize appropriate conclusions. In drawing 
these conclusions I will also draw on remarks by Ted Heidrick 
and Hugh Coleman in the correspondence concerning the 
Symposium. 

When I wrote the initial paper in the symposium, I set up 
three categories of experiments as they relate to uncertainty 
analysis. The presentations and discussions convinced me that 
a division into four categories was more useful. I have 
modified the initial paper to reflect this change. A fifth, 
relatively rare situation is mentioned below. These categories 
are quite important in understanding what procedure should 
be used in a given instance, and therefore should play an 
important role in reaching any conclusions concerning 
requirements for uncertainty analysis as part of publication 
standards. Since these categories are newly introduced, the 
reader may need to refer to the initial paper in the collection 
to gain understanding of what the categories include. 

In the first paper, I indicated that there was a paucity of 
good text materials. Since then an excellent recent text has 
come to my attention: It is: 

An Introduction to Error Analysis 
by John R. Taylor, 1982 

Publ: University Science Books, 
20 Edgehill Road, 

Mill Valley, Ca. 94941 

This text can be recommended for any engineer or scientist 
concerned with learning more about uncertainty analysis. 

As a part of the work of the symposium, I also polled the 
contributors regarding several basic questions. On one point 
there was strong unamimity of opinion in the responses and in 
the symposium. It is therefore stated as the first conclusion. 

CONCLUSION I 

UNCERTAINTY ANALYSIS IS AN ESSENTIAL 
INGREDIENT IN PLANNING, CONTROLLING AND 
REPORTING EXPERIMENTS. THE IMPORTANT 
THING IS THAT A REASONABLE UNCERTAINTY 
ANALYSIS BE DONE. ALL DIFFERENCES OF OPINION 
ABOUT APPROPRIATE METHODS ARE SUBSIDIARY 
TO THIS CONCLUSION. 

As pointed out forcibly in the paper by R. J. Moffat in this 
Symposium, the word PLANNING in Conclusion I needs 
emphasis. I can do no better in this regard than to quote from 
a letter to me by Hugh Coleman, who remarks: 

"I agree wholeheartedly with your statement that 'The 
important thing is that some appropriate uncertainty 
analysis be done . . . ' " Coleman adds, "All ex­
perimentalists should be taught that an uncertainty analysis 
PERFORMED IN THE PRELIMINARY DESIGN 
PHASE OF AN EXPERIMENT will often yield results and 

insights far out of proportion to the relatively small in­
vestment of time required for the analysis." (emphasis 
Coleman's) 

It is appropriate to stress this remark as a second conclusion. 

CONCLUSION II 

IT IS PARTICULARLY IMPORTANT TO USE AN UN­
CERTAINTY ANALYSIS IN THE PLANNING AND 
CHECK OUT STAGES OF AN EXPERIMENT! 

Since there is no published paper in the collection covering 
the contribution by Gordon D. Lassahn to the Symposium, it 
will be useful to indicate what his remarks covered. 

Mr. Lassahn has been particularly concerned with defining 
the meaning or "uncertainty" carefully and with situations 
where very careful estimates of uncertainties are necessary 
concerning events of very large impact but very low 
probability (nuclear applications). In such cases, there is an 
unusual amount of knowledge needed about the details of the 
statistical situation, particularly about the tails of the 
probability distributions. For example, whether or not these 
tails are symmetric may be of importance. It is very rare that 
one has enough information to be knowledgable about the 
tails of the distribution; it requires a really vast amount of 
careful data to gain such knowledge. Fortunately, most of the 
time these details are irrelevant to the uncertainty analysis 
needed. Thus the situations of concern to Mr. Lassahn form 
what should be considered a fifth class of experiment that 
occurs relatively rarely, but when it does needs special 
mathematical considerations. For these reasons Mr. Lassahn 
has paid particular attention to the underlying mathematical 
assumptions of the usual forms of uncertainty analysis, and 
has suggested procedures for study of problems where there is 
special importance in the tails of the probability distribution 
or other conditions that violate the usual mathematical 
assumptions (specifically: Gaussian distribution functions 
and independence among the variables). Individuals with 
applications of this type would do well to consult the report 
by Mr. Lassahn, in LOFT Experimental Measurements 
Uncertainty Analysis Vol I, EGG-2037, or EGG-M-08983. 
Write EG&G Idaho, Idaho Falls, Idaho 83415. 

The third major point that emerges from the presentations 
and discussions of this symposium concerns what type of 
uncertainty analysis is appropriate in given situations. Since 
its establishment, the JFE has required an uncertainty analysis 
for all experimental papers that appear in the Journal. The 
procedure suggested when inquiries were made of the Journal 
has usually been that owing to Kline and McClintock 
(reference in first paper). Currently two ASME/ANSI 
standards suggesting somewhat different procedures are 
printed, have been adopted by some societies, and are being 
considered by other national and international societies. (See 
paper by Abernethy, Benedict and Dowdell). A still different 
set of procedures has been recently reiterated by Churchill 
Eisenhart and his co-workers at the US National Bureau of 
Standards. In addition, recent work by R. J. Moffat (see the 
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1982 JFE paper) adds onto the Kline-McClintock procedure 
and clarifies long-standing problems concerning fixed errors 
and the appropriate uncertainty estimates for various points 
in time in the development of an experiment. At the time the 
Kline-McClintock paper was published no other applicable 
procedure for what they called "single-sample" experiments 
was known. But now there are several others, and a recon­
sideration is in order. 

For this reason, the Fluids Engineering Division of ASME 
has established a Committee to study this question. The 
Committee is chaired by Dr. T. Heidrick. Dr. Heidrick would 
welcome suggestions from interested workers. His current 
address is Oil Sands Research Department, Alberta Research 
Council, 11315-87th Ave., Edmonton, Alberta, T6G 2C2 
Canada. 

It would be inappropriate for the writer to anticipate the 
conclusions of Dr. Heidrick's Committee, but several remarks 
seem appropriate as input for the Committee. 

A review of the four types of experiments outlined in the 
Opening paper, plus the remarks above about a fifth type 
suggested by the work of Gordon Lassahn (and also the 
remarks in the discussion) suggest quite strongly that most of 
the past, sometimes rancorous, debates about what method 
ought to be used in uncertainty analysis appears to stem from 
unstated assumptions about the type of experiment being 
discussed by various workers. For example, the remarks of 
Eisenhart and co-workers seem appropriate for a calibration 
experiment type (d) of the first paper. However, these 
recommendations include no procedure for propagation since 
calibrations normally measure the desired output. And, 
unfortunately, these recommendations are stated in a form 
that make their use for treating the problem of propagation in 
later experiments difficult or even impossible. The 
ASME/ANSI proposed standards suggested in the paper by 
Abernethy, Benedict and Dowdell, appears quite viable for 
experimental tests of type (b) of the first paper. But there were 
objections in the discussion from researchers about the use of 
such a procedure in experiments of type (c) where the kind of 
information used to estimate bias in the procedure by 
Abernethy et al. is often not available. The use of the Kline-
McClintock procedure and the additions suggested by Moffat 
are both specifically designed with research experiments 
containing single-sample element, class (c) of the first paper in 
mind. They are therefore inappropriate where one intends to 
gather statistics from many experiments and estimate un­
certainty via statistical procedures. 

Thus one major point the writer would like to see Dr. 
Heidrick's committee address is the question of what type of 
uncertainty analysis ought to be required for specific named 
types of experiments. It really does appear from this Sym­
posium that much of the arguments of the past have arisen 
from a failure to make clear implicit assumptions about the 
type of experiment various workers have had in mind. 

There are two other questions, that the writer would like to 
see Dr. Heidrick's Committee consider with care. First, 
should the materials on uncertainty sent to the receiver of an 
experimental paper be the same as those that appear in the 
final paper? We can probably all agree that a central task of 
the reviewer is to ascertain, insofar as possible, that the data 
given do in fact represent what the author intends them to be. 
A detailed uncertainty is particularly useful for such a 
determination. On the other hand, a detailed uncertainty 
analysis will usually be too long for a published article, and 
most readers only need to see the uncertainty bands on the 
data. Thus the use of different materials for the reviewer from 
those of the published paper might well be worth con­
sideration. 

Second, a point made in the paper by R. J. Moffat needs to 
be repeated. All parties concerned (the author, the reviewer, 
and the readers) need an answer to the question, "To what 
degree do these data really represent'the situation intended?" 
That is, what is a reasonable estimate for the bias uncertainty, 
and what has been done to make sure the bias is sufficiently 
small. As Moffat notes, a believable answer to these 
questions, requires the use of some external standard. There 
are several types of such standards that one can use: (i) overall 
checks (for example: continuity, momentum and/or energy); 
(ii) comparison with an independent experiment of known 
quality; (iii) the use in at least some places of the test domain 
of two independent methods to ascertain if they agree to 
within the expected uncertainties (see the example in Moffat's 
paper). These elements are not sufficiently emphasized in the 
current suggestions for methodology in the writer's view. Full 
understanding and use of such procedures needs to be in­
formed by the idea of levels of replication developed by 
Moffat. 

In summary, the symposium presentations and discussions 
suggest that different types of experiments need different 
procedures for uncertainty analysis and that sufficient 
knowledge has been developed about the various types to 
make timely a reconsideration of the standards of uncertainty 
analysis required for publication in JFE. 
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Behavior of Air in the Rotor of a 
Model Mixed-Flow Pump 
Operating at Peak Efficiency 
The behavior of air in a model of a mixed-flow bowl pump has been investigated 
using a laser-Doppler anemometer. Velocity measurements were obtained at a 
number of sections within, upstream and downstream of the rotor. All three 
components of velocity were determined, and related to the rotating frame of 
reference using a computerised data acquisition method. The results provide useful 
data relevant to some complex problems of incompressible flow in turbomachines, 
including annular casing boundary layer growth. 

Introduction 

The need for manufacturers to improve the performance 
and efficiency of pumps is greater than ever, because of 
global financial and energy problems, and the highly com­
petitive nature of the pump industry. Techniques for 
hydrodynamic design of pumps have reached a high level of 
sophistication, and the use of computer aided methods is 
becoming commonplace. Unfortunately, it is not easy to 
assess the accuracy of predictions of fluid behavior in and 
near to rotating components, because the amount of ex­
perimental data available for specific types of machine is 
limited. Indeed, some of the more complex phenomena which 
occur in rotor flows are not well understood even 
qualitatively. 

Laser-Doppler anemometry (LDA) provides an accurate 
method of velocity measurement, which, owing to its 
nonintrusive and rapidly responsive nature, is well suited to a 
study of the flow within moving blade rows. This paper 
describes the results of a detailed investigation of the velocity 
distribution through the impeller of a model mixed-flow 
pump. The flow survey was performed using a conventional 
two colour LDA system, connected to a special data 
acquisition system. The model was operated at the flow rate 
giving maximum total efficiency, and three-dimensional 
velocities obtained relative to the rotating blade positions at a 
large number of axial and radial stations. 

The results show the generally inviscid behavior of the fluid 
in the mainstream flow; they also reveal some interesting 
features of the flow phenomena occurring close to the annular 
casing endwall related to the development of the boundary 
layer. As quantitative data from the latter region are par­
ticularly rare, the results should be of great interest to 
researchers working on advanced numerical methods for 
turbomachinery flows. Of course, it is impossible to present 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the Joint Applied Mechanics 
Bioengineering, and Fluids Engineering Conference, Albuquerque, New Mex., 
June 24-26, 1985. Manuscript received by the Fluids Engineering Division, 
December 13, 1983. Paper No. 85-FE-7. 

STATOR ROTOR 

Fig. 1 Section through model pump in meridional plane, showing 

measuring station positions 

all of the measurements in the limited space available here; 
however, a complete set of data will be produced in due 
course, including a full description of the research facility and 
the geometrical coordinates of the model [1,2], 

Research Facility 

The flow survey was conducted in a model of a mixed-flow 
bowl pump of specific speed 2.5 (SI units), working in air. 
The machine has five rotor blades mounted on a conical hub, 
and nine stator blades in a diffuser which brings the 
diagonally outward flow from the impeller back to the axial 
direction. The maximum internal diameter of the model is 
536mm, and the rotor blade chord length approximately 
280mm at mid-span. During the course of experimental work 
described in this paper, the model was operated at the best 
efficiency point of its performance characteristic, with a rotor 
speed of 1200rpm and volume flow rate of 1.01 cu.m/s. The 
corresponding flow and head coefficients were 0 = 0.344 and 
1̂  = 0.282, respectively, and the total efficiency of the model 
87 percent. The Reynolds Number based on blade chord 
length was 8 X 105. 

The model is fitted with a very large transparent window to 
provide optical access for the LDA from rotor inlet to stator 
outlet. The window was moulded in two sections to conform 
to the rotor and stator casing profiles, from 2.5mm thick 
Perspex. The width of the stator window in the cir­
cumferential direction is a 90 degree arc, covering two full 
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stator blade pitches. The rotor window has a width of only 20 
degrees, as the space between the two blade rows is so large 
that there are no measurable circumferential variations in the 
flow field in the rotor casing induced by the stator. The stator 
window assembly is easily removable, so that the internal 
surfaces of the windows can be cleaned if contamination by 
deposition of LDA seeding particles degrades the optical, 
signal quality. This problem occurs only after several hours of 
operation with direct injection of oil droplets into the annular 
casing boundary layer. 

The velocity survey grid is shown in Fig. 1. The grid consists 
of six streamwise grid lines (SGLs) and five transverse grid 
lines (TGLs) in a meridional plane, the intersections of which 
form the measuring station positions. Each SGL is described 
by R = constant. 

LDA System 

The LDA is a DISA two-channel three-beam colour 
separation system, with confocal backscatter collection 
optics. The laser light source is a 2W Spectra-Physics 165 
argon-ion laser operating at 488nm (blue) and 514.5nm 
(green). The front lens has a focal length of 310mm, and 
forms an optical probe volume of length 1.4mm by diameter 
80/tm, based on the 1/e2 intensity points. The probe volume 
contains orthogonal sets of blue and green fringes (ap­
proximate spacing 4.2jtim and 4.7/rni, respectively), used to 
measure both components of velocity normal to the optical 
axis of the instrument. A Bragg Cell is used to apply 
frequency shift to the mixed-colour beam; the effective 
velocity of blue and green fringes can be independently varied 
using separate photomultiplier signal mixers. 

The complete optical system is mounted on a traversing 
table allowing movement in a horizontal plane in two per­
pendicular directions, one of which is parallel to the model 
shaft axis (i.e., z-direction). The table itself can be traversed 
vertically on its support column. The relationship between the 
(z, r) coordinate system of the model, and the (z, d, h) car­
tesian coordinate system of the traversing mechanism is 
shown in Fig. 2. Since the optical axis of the LDA is always 
horizontal and normal to the vertical plane of the shaft axis, 
displacing the optical axis from the horizontal plane of the 
model shaft by distance h is equivalent to inclining the optical 
axis to the radial direction in the model at angle £ (= arc-

Model 
Rotor 

Model 
Datum 
z = r = 0 

Fig. 2 Relationship between model and traverse coordinate systems, 
and measured velocity components 

sm{h/r)). This is helpful in minimizing the size of the region in 
which velocity measurements are impossible because of 
obstruction of the laser beams by the twist of the rotor blades. 
The inclination of the optical axis to the radial direction also 
allows the radial velocity component to be determined, as 
explained below. The model is mounted in a duct between two 
spigoted flanges, and the complete casing can be rotated 
about the shaft axis using a screw jack, allowing the position 
of the optical window in the rotor casing to be adjusted in 
accordance with the vertical position of the optical axis. 

Data Acquisition System 

When a seeding particle crosses the probe volume fringes, 
the signal frequencies from blue and green channels are 
measured by a pair of DISA counter-type processors. The 
digital output lines from the counters are connected to a 
computer controlled data acquisition system. The data 
acquisition hardware was described for a single-channel LDA 
application in reference [3]. The main components of the 

Nomenclature 

A-E = transverse grid lines 
d = traversing system coordinate 
h = vertical displacement of LDA 

optical axis 
TV = pump specific speed 
n = number of individual velocity 

measurements in sample 
r = radius 

R = distance from the hub in the 
meridional plane, measured 
along the normal to the 
annular passage centerline 
(SGL7), expressed as a 
fraction of the distance from 
hub to casing 

s = blade pitch, degrees 
Q = volume flow rate 

SGL = streamwise grid line 
TGL = transverse grid line 

U, = blade trailing edge velocity, 
mid radius 

V = mean velocity 

\Y\ = total velocity, = (Vj + V\ + 
j /2) 1 / 2 

V = rms velocity 
Wu = relative tangential velocity 

x = tangential co-ordinate relative 
to blade centerline; negative 
values, suction side of blade 

X = tangential location, xls 
Z = distance from rotor inlet 

measured in meridional plane 
along SGL, expressed as a 
fraction of the distance from 
rotor inlet ot outlet 

z = axial coordinate 
a = absolute flow angle, = arc-

tan(K„/KJ 
(3 = relative flow angle, = arc-

t a n ^ / W a ) 
iS' = blade angle 

d = flow deviation, = ((3/ — $E) 
e = flow deflection, = ($E—_0A) 
f = flow incidence, = WJ — $A) 
5 = measured velocity component 

orientation angle with z-
direction 

£ = angle between LDA optical 
axis and radial direction 

<b = flow coefficient 

+ 
CO 

linear 
uuaLi 

A,E 

B,G 

I 
n 
P 
r 
t 
u 
z 

— head coefficient 
= rotor angular velocity 

lpts 
= transverse grid lines upstream 

and downstream of rotor 
= components measured by blue 

and green LDA channels 
= blade leading edge 
= component normal to SGL 
= component parallel to SGL 
= radial component 
= blade trailing edge 
= tangential component 
= axial component 

Superscript 
= denotes quantity averaged 

tangentially over blade pitch 
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Fig. 3 Plotted velocity components, Vp,V„, and Wu 

system are the DISA Buffer Interface, a dedicated DEC 
MINC-11 minicomputer, and an optical encoder on the rotor 
shaft of the model pump. Before the start of a test run, the 
rotor is set to a datum position indicated by an index mark on 
the shaft. The Buffer Interface then receives an instruction 
from the computer to begin counting signal pulses from the 
encoder. Thus, after the machine has been started for a series 
of measurements, the Buffer Interface is able to determine 
when the rotor returns to its datum position. The Buffer 
Interface measures the time intervals between successive 
Doppler bursts and the occurence of this position in each 
revolution; from this information the computer calculates the 
relative shaft position associated with each burst. The time 
interval measurements are made with a high precision 10MHz 
clock; however, small inaccuracies of the rotor position 
measurement are introduced by the truncation error in the 12-
bit floating-point digital representation of each time interval 
which is used in the Buffer Interface. The positional error is 
estimated to be less than 1 percent of the blade pitch. 
Whenever burst frequency measurements are made on both 
channels from a single particle, the computer records the two 
frequencies together with the angular position of the shaft 
rotor at the time of measurement. 

Although an approximate (integer) analysis is performed on 
the data in real-time to generate a graphical display on the 
computer terminal, all of the collected data are stored on disk 
in batches, for full analysis after the run is complete. This 
procedure maximizes the efficiency of data collection and 
allows flexibility of data analysis methods. 

Data Analysis 

The data presented in this paper were analyzed using a data 
reduction program which operates as follows. The rotor blade 
pitch is divided into forty equiangular sectors. The burst data 
obtained at a single measurement station are read back from 
disk and the data sorted into the sectors according to rotor 
position. Within each sector, the arithmetic mean and 
standard deviation of the burst frequency observations from 
the two channels are calculated. Hence, the mean and root-
mean-square (rms) velocity components normal to the fringes 
are determined. For the results presented in this paper the 
average number of two-channel observations obtained in each 
sector was 1000, and the minimum number approximately 
400. 

Many of the less well understood flow phenomena en­
countered in turbomachinery are three-dimensional in nature, 
so it is desirable to obtain estimates of all three velocity 
components in a flow survey of this type. This is especially 
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important within the complex geometry of a mixed-flow 
machine, where the primary flow direction at any point is not 
clearly defined. Unfortunately, it is impossible to measure the 
radial component directly within the blade passages, because 
the LDA system can only detect velocities normal to its op­
tical axis. Therefore an indirect method is used, as follows. 
When the optical axis of the LDA system is inclined at angle £ 
to the radial direction using the traversing mechanism 
described above, the detected velocity components are VB and 
Va, shown in Fig. 2. 5 is the angle between the normal to the 
blue fringes and the z-direction. The measured velocity 
components on the blue and green channels are given by the 
pair of equations 

VB = FjCOs5+ K„cos£sin5— Krsin£sin5 

V„ = — Kzsin5+ K„cos£cos5— KAsin£cosS 

Measurements are taken at each station with the optical axis 
at two different vertical displacements, producing two pairs 
of equations which are solved to give Vz< Vu, and Vr. One 
equation is redundant, allowing independent estimates of Vz 

to be obtained from each of the pairs, and used as a check on 
the repeatability of the data. 

Because the meridional flow direction in the rotor is 
diagonally outward, the results are resolved into p, n, and u 
components (defined in Fig. 3) for presentation in this paper. 
The p and n directions lie in the meridional plane, and are, 
respectively, parallel and normal to the SGL on which the 
measuring station lies. Relative tangential velocity com­
ponents were deduced from the measurements obtained in the 
stationary frame of reference, according to the expression 

Sources of Error 

The sources of error associated with velocity measurement 
by LDA have been widely discussed in the literature in recent 
years. The error in measurement of the beam angles needed 
for conversion of fringe-crossing frequencies to velocities is 
within ±0.5 percent. The precision of measurement of a 
single frequency by the counter processor is to within 1 
percent. However, the signal generated by the transit of a 
particle through the probe volume is subject to the influence 
of random optical and electronic noise. In a sample of 
frequency observations from a given sector, the individual 
values fluctuate due to this signal noise and also due to dif­
ferences in the velocity of the seeding particles. Assuming the 
particles follow the fluid flow precisely, the differences in 
their velocities are caused by turbulence, large scale un­
steadiness (including the effects of variations in the rotor 
shaft speed), and velocity gradients within the dimensions of 
the probe volume and sector. These factors all contribute to 
the standard deviation of the measurements in the sample. 
The uncertainty at 20:1 odds in the estimate of mean velocity 
for a sample of « observations is ± 2 V /(VJn). 

It is impossible to distinguish between the various con­
tributions to the standard deviation, so it is not accurate to 
describe this quantity as the turbulent velocity component. 
However, in the measurements described here, the rotor speed 
was held constant to within ±2rpm and the LDA signal-to-
noise ratio was high (typically better than 10:1). The 
distributions of the measured rms velocities are therefore 
presented as estimates of the overall unsteadiness of the flow. 

Velocity samples produced by LDA counter systems are 
subject to statistical bias, which can be a significant source of 
error. Bias occurs because the probability of a seeding particle 
passing through the probe volume and giving rise to a valid 
frequency measurement is not independent of the fluid 
velocity in the probe volume; therefore, the arithmetic 
average of the individual measurements within the sample can 
yield a value different from the true time-averaged mean 
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Fig. 4 Blade-to-blade distributions of velocity on SGL7, R = 0.500 Fig. 6 Blade-to-blade distributions of velocity on SGL11, fl = 0.833 
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Fig. 5 Relative velocity vectors on development of conical surface of 
revolution of SGL7, R = 0.500 

velocity, depending on the data-processing and sampling 
methods employed [4, 5]. 

A number of factors which affect the biasing problem have 
been discussed in the literature. In the data presented here, the 
measured values of the fluctuating velocity components were 
small; typically V/ IYI = 0.04 in the mainstream flow, with 
a maximum value of KV IVI = 0.15 in mixing regions and 
wakes. For fluctuations of this order, the maximum errors in 
the arithmetic mean of a sample due to velocity bias [6] should 
be about 0.2 and 2 percent, respectively. Directional bias [6], 
comparator tolerance bias [7] and signal amplitude bias [8] 
are believed to be insignificant, not only because of the low 
level of the velocity fluctuations, but also because of the 
careful use made of frequency shift, which the quoted 
references have shown to be useful in minimising these ef­
fects. 

The dynamic behavior of light-scattering particles • in 

SGL11 : R = 0.833 : FLOCO = 0.344 
VECTOR SCALE: Ut = 

Fig. 7 Relative velocity vectors on development of conical surface of 
revolution of SGL11, R = 0.833 

turbomachinery flows is important because of the tendency of 
the particles to be centrifugally separated from the flow. In 
this work, the flow was artificially seeded with 2/xm diameter 
oil droplets from a blast atomiser. Order of magnitude 
calculations using Stokes Law [9] give a terminal radial 
velocity of these droplets relative to the air of 0.1 percent of 
their tangential velocity. Problems encountered in high speed 
turbomachines concerning particle relaxation times [10] are 
not important here. Thus, it seems likely that differences in 
velocity between seeding particles and air are not a major 
source of error. 

The positional accuracy of the probe volume is important 
because of the need to take two sets of measurements at each 
station. The effect of refraction of the laser beams by the 
optical window in the casing of the model is therefore taken 
into consideration. The paths of the beams through the 
window are calculated by vector algebra methods using a 
computer program which takes as input the refractive index 
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and geometry of the window material, the measuring station 
coordinates, and the laser beam angles. Hence, the true 
position of the probe volume (beam intersection) is 
calculated, and using an iterative procedure, the necessary 
traverse coordinates are obtained. Therefore, the only error in 
setting the station position is due to imprecision in the 
traversing mechanism itself, estimated to be within ± 0.2mm 
in each direction. 

Estimates of the uncertainty in the plotted mean velocity 
components are shown as error bars on the graphs of results 
described below. The spanwise component, V„, is subject to 
greater uncertainty than the other components, because of the 
effect of small values of £ (typically 30 degrees or less) in error 
propogation from the measured to plotted components. The 
maximum usable values of £ are restricted by the blade 
geometry. 

As a check on the overall accuracy of the data, the 
measured velocity distributions were numerically integrated 
over the annular flow area to obtain an estimate of the total 
volume flow rate across each of the five transverse grid lines 
(see Fig. 1). The results were as follows:/!, Q = 0.990m3/sec; 
B , Q = 0.971m3/s; C, Q = 0.980m3/s; D, Q = 1.016m3/s; 
E, Q = 1.025mVs. The flow rate was also estimated by 
measurement of the pressure drop at a calibrated inlet cone 
upstream of the model, which gave a reading corresponding 
to a flow rate of 1.010±0.015m3/s. The consistency of these 
results is remarkably high, in view of the limited number of 
LDA measurement stations (six on each TGL), and the ab­
sence of data from the regions close to the casing and hub. 

Results - Mainstream Flow 

Figure 4 shows, in graphical form, the velocity pattern 
along SGL7, mid-passage. Each frame contains five curves, 
representing the pitchwise variation of one component of 
velocity at the five stations on SGL7. The tangential location, 
X, is given as a fraction of the circumferential blade pitch. At 
those stations within the impeller, the central value X = 0.0 is 
at the blade centre, with negative values of X to the low 
pressure (suction) side of the blade. The blade surfaces are 
represented by vertical dotted lines. At the station down­
stream from the impeller (Z> 1.0), the value X = 0.0 is at a 
position corresponding to a line extrapolated from the blade 
trailing edge, at the exit blade angle. At the upstream station 
(Z<0.0), X = 0.0 is similarly defined relative to the blade 
leading edge, and the inlet angle. 

Figure 5 shows part of the same velocity pattern in vector 
form. Each vector is plotted with its centre at the point of 
measurement. The vectors are given on a development of the 
conical surface of revolution of SGL7 about the pump shaft 
axis. The spanwise component, V„ is therefore not 
represented. 

Averaged across the blade pitch, the inlet and outlet angles 
of the flow on SGL7 are, with an estimated uncertainty of 
±0.9 deg: aA = 90.0 deg (no prerotation of the fluid); $A = 
26.7 deg; blade inlet angle, /3/ = 30.7 deg; incidence, f = 4.0 
deg; fiE = 28.5 deg; blade outlet angle, /3/ = 33.4 deg.; 
deviation, 9 = 4.9 deg; deflection, e = 1.8 deg. The velocity 
distributions on SGL7 are largely characteristic of inviscid 
flow, and the axial rms velocity is small (V'z/U, = 0.01), 
indicating low levels of turbulence and unsteadiness. The only 
exception is in the blade wake, which can be seen near the 
center of the distributions of all velocity components for 
Z>1.0 . The wake is formed at the trailing edge, where the 
two blade surface boundary layers merge and interact. Un­
fortunately, these boundary layers were too thin to be 
resolved within the rotor. 

The results on SGL7 were typical of those obtained outside 
the casing endwall region. Because of the similarity between 
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Fig. 8 Blade-to-blade distributions of velocity on SGL12, R = 0.917 

SGL12 : R = 0.917 : FLOCO = 0.344 
VECTOR SCALE: Ut = 

Fig. 9 Relative velocity vectors on development of conical surface of 
revolution of SGL12, fi =0.917 

the measured velocity distributions, and the limited space 
available here, no data are presented from SGLs 3,5, and 9. 

Outlet Flow. Upstream of the rotor (Z = -0.076), large 
tangential variations of Vp and Wu can be seen in Fig. 4. This 
distortion of the inlet flow is produced by flow turning 
around the leading edge; the corresponding variations in 
absolute flow angle a are from 76 to 103 degrees, and in 
relative flow angle /3 from 18 to 30 degrees. 

Flow Within Rotor. At Z = 0.76, twisting of the blades 
made measurements close to the suction surface impossible on 
SGL7, because the laser beams were shadowed by the blade 
tip; therefore the velocity distributions shown for this station 
do not extend closer to the blade surface than X = -0 .18 . 
Inviscid flow turning effects are mainly responsible for the 
tangential variations in the distributions of Vp and Wu; the 
accuracy with which the measured velocities follow the blade 
surfaces can be seen in the vector diagram (Fig. 5). The almost 
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linear distributions of V„ at Z = 0.490 and Z = 0.875 appear 
to show the formation of a vortex caused by the through-flow 
component of the relative eddy [11], with positive spanwise 
velocities in the suction side of the blade passage and negative 
values on the pressure side. 

Outlet Flow. Downstream of the rotor (Z = 1.063), the 
blade wake is clearly visible in the distributions of all com­
ponents of velocity in Fig. 4. The spanwise velocities are 
particularly interesting. The through-flow vortex observed in 
the blade passage produces a trailing vortex with flow towards 
the hub to the pressure side of the wake. Additionally, in the 
suction side of the wake itself, a large positive value of V„ 
results from an imbalance in the radial pressure gradient and 
centrifugal forces. The spanwise mixing and high vorticity 
generated by these flows are influential in the transport, 
decay, and dissipation of the wake. 

Results - Casing Region 

Figures 6 and 8 describe the flow along SGLs 11 and 12, at 
R = 0.833 and R = 0.917, respectively. The graphs are 
complemented by the vector diagrams of Figs. 7 and 9. In 
contrast to the results from SGL7 described above, the 
velocity field in the casing region is very complicated. The 
complexity arises from the development and interactions of 
the annular casing boundary layer, the blade surface boun­
dary layers and associated secondary flows, the rotor tip 
clearance leakage, and other blade tip effects. These 
phenomena originate very close to the casing, in a region 
where direct measurements were inhibited by laser "flare" 
from the Perspex window. However, spanwise mixing and 
propogation of turbulent, three-dimensional, viscous fluid 
behavior produce some very unusual velocity distributions on 
SGLs 11 and 12. 

Averaged across the blade pitch, the inlet and outlet angles 
of the flow on SGL11 are, with an estimated uncertainty of 
±1.6 deg: aA = 90.0 deg (no pre-rotation of the fluid); @A = 
21.9 deg; blade inlet angle, ft = 28.9 deg; incidence, f = 9.1 
deg, BE = 17.8 deg; blade outlet angle, ft' = 29.0 deg; in­
cidence, f = 7.1 deg; $E = 21.5 deg; blade outlet angle, ft = 
28.6 deg; deviation, d = 7.1 deg; deflection, e = 0.4 deg. The 
corresponding figures for SGL12 are: aA = 90.0 deg (no 
prerotation of the fluid); ft, = 19.8 deg; blade inlet angle, ft' 
= 28.9 deg; incidence, f = 9.1 deg; f3E = 17.8 deg; blade 
outlet angle, ft' = 27.6 deg; deviation, 3 = 9.8 deg; deflec­
tion, e = - 2 . 0 deg. 

Inlet Flow. The velocity distributions at the stations up­
stream of the rotor (lowest curve in each frame), are of similar 
form to those obtained on SGL7, but the distortion of the 
flow field around the blade leading edge is greater on SGLs 11 
and 12 because the angle of incidence of the flow increases 
towards the blade tip. The variations in relative flow angle 
across the pitch on SGL12 at Z = - 0.69 are from 13 = 8 to 13 
= 23 degrees. However, the _circumferentially averaged 
absolute tangential velocity, Vu, is zero, indicating no 
prerotation of the flow. The unsteady component of the flow 
is small, V'JU, = 0.02 on SGL12. It appears that the annular 
casing boundary layer is too thin to include SGL12 in the 
region upstream of the rotor; this is to be expected as the inlet 
to the model has the form of a bell-mouth contraction. 

Flow Within Rotor. The velocity distributions on SGL12 at 
Z = 0.085 (Fig. 8) have very interesting profiles, quite unlike 
those obtained on SGLs7 and 11. In the suction side of the 
passage the plotted components of velocity show the first 
signs of the influence of turbulent viscous effects. Centered at 
X = - 0 .23 , there is a large peak in the unsteady component 
(V'z/U, =0.08), a wake-like defect in Wu and a strong 
spanwise flow away from the casing. These features are 

probably caused by the tip leakage flow, which issues as a jet 
from the suction side of the clearance gap and produces a 
vortex close to the suction surface of the blade in the tip 
region. The tip clearance in this model is 1.1mm, ap­
proximately one percent of the blade span at mid-chord. The 
peak in V'z, caused by mixing of the leakage jet with the 
mainstream flow, is 10 mm from the casing wall and at a 
tangential distance of 40 mm from the suction surface. 

Close to mid-chord, at Z = 0.462 on SGL12, the velocity 
distributions are dominated by the growth of the mixing 
region described above. Although the tip leakage vortex is less 
clearly identifiable in the V„ distribution, there is a broad 
peak in the unsteady component V'JU, - 0.09, near the 
center of the blade-to-blade passage. The mixing processes 
cause loss of fluid momentum, creating large, wake-like 
defects in Vp and Wu centered at X = -0 .42; the pressure 
side edge of the wake is sharply defined at X = 0.35. The 
effect of the wake on the relative flow direction is clearly seen 
in Fig. 9, near the center of the blade passage. The apparent 
movement of this turbulent region across the blade pitch away 
from the suction side of the blade (where it was observed near 
the rotor inlet), is due to the relative motion of the casing 
wall. It is possible that secondary flows within the rotor blade 
surface boundary layers are deflected towards the center of 
the blade passage by the casing wall and contribute to the 
mixing; however, these layers are very thin, and it seems likely 
that the clearance flow is the dominant feature. In the 
spanwise direction, the mixing region extends as far as 
SGL11; there is a broad peak in the distribution of V'z at Z = 
0.464 in Fig. 6, although the mean velocity components are 
unaffected. 

Continuing growth of the mixing region on SGL12 can be 
seen at Z = 0.864. The V'z profile has the form of a plateau, 
with a constant value of V'JU, = 0.07 from X = 0.25 to X = 
- 0.2. Close to the suction surface there is a narrow pocket of 
relatively low unsteadiness, although there are indications 
that the blade surface boundary layer and the mid-passage 
mixing region are growing toward each other. The wake-like 
defects in the profiles of Vp and Wu are wider; the minimum 
value of Vp is at X = 0.45, showing further relative motion of 
the mixing region towards the pressure surface. The pressure 
side edge of the velocity defect is much less clearly defined 
than at Z = 0.464. The increased size of the mixing region can 
be seen in the velocity vector diagram (Fig. 9). The results 
from SGL11 at Z = 0.864 (Fig. 6) also contain small defects 
in the mid-passage profiles of Vp and Wu, because of the 
spanwise growth of the mixing region. 

An interesting feature of the flow is the spanwise movement 
of fluid towards the casing seen in the V„ component on 
SGL11 and SGL12 at Z = 0.864. Close inspection of the data 
shows, however, that near the pressure surface V„ is negative, 
showing spanwise movement away from the casing. These 
results imply that a large vortex has been formed against the 
pressure surface, probably caused by roll-up of the casing 
boundary layer into a "scraping vortex" [12]. Although the 
casing boundary layer is thin in the region adjacent to the 
pressure surface, the accumulation of slow moving fluid 
against the pressure tip forces the fluid outside the layer away 
from the casing. The residue of the tip leakage vortex is far 
enough from the suction surface to interact with the scraping 
vortex; this may account for the strength of the spanwise flow 
in mid-passage. 

Outlet Flow. The velocity distributions downstream of the 
rotor, at Z = 1.072 on SGL12 and Z = 1.070 on SGL11, 
show the continuing influence of the mid-passage mixing 
region, and the presence of the blade wake. In view of the 
highly asymmetric Vp profiles seen at Z = 0.864, the 
variations in this component across the blade pitch are sur­
prisingly small; however, the deflects in the Vp and W„ 
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profiles associated with the mid-passage mixing region are 
still clearly visible. On SGL12, the low pressure side of the 
blade wake is approximately twice as thick as the high 
pressure side, because of the greater boundary layer thickness 
on the suction surface of the blade, but on SGL11, the wake is 
more symmetrical, with a width of approximately 12 percent 
of the blade pitch. Outside the blade wake, the relative flow 
angle /3 is almost constant across the pitch. On both SGLll 
and SGL12, the spanwise component, V„, shows flow toward 
the casing in the blade wake, and at the centre of the blade-to-
blade passage. 

The continuing growth of the mid-passage mixing region is 
shown most clearly in the unsteady velocity component. On 
SGL12 the "plateau" in the V'z profile observed at Z = 0.864 
moves further from the suction side and merges with the 
pressure side of the wake by Z = 1.072. It is presumed that 
the growth of the scraping vortex described above is a con­
tributory factor in this process. 

Discussion 

The behavior of fluid in the blade tip region is of con­
siderable importance, as it accounts for a significant fraction 
of the total losses in the machine. The formation and 
propogation of the mixing region near the casing wall has the 
effect of generating turbulence in the flow, causing loss of 
fluid momentum and a relatively large deviation of the flow at 
the rotor outlet. Although this process apparently arises from 
localized phenomena occurring at the blade tip, it is 
equivalent to rapid growth of the annular casing boundary 
layer to include SGL11 (R = 0.833) by the impeller outlet. 

Similar investigations into rotating turbomachinery passage 
flow phenomena have been performed at Pennsylvania State 
University by Lakshminarayana and his colleagues, using 
rotating and stationary hot-wire probes. Their work includes 
investigations into the flow in a rocket-pump inducer [13], 
and in an axial-flow compressor rotor [14]. These two 
machines have wide differences in design characteristics. The 
former operates at very low flow coefficients, has widely 
spaced but long blade channels, and as a consequence the 
boundary layer arid mixing regions occupy a large proportion 
of the total flow area. The compressor, on the other hand, has 
a large number of blades and relatively thin boundary layers, 
giving a flow pattern in which the turbulent and viscous ef­
fects are important only near to the solid surfaces and in the 
blade wakes. 

The behavior of the fluid in the mixed-flow machine 
described here shows some similarities to that in the two 
machines mentioned above. In particular, the formation of a 
mixing region in mid-pitch near to the casing wall is a feature 
common to all three machines. In the measurements given 
here, the blade surface boundary layers are very thin (and the 
secondary, flow volumes within them presumably small), 
while the tip clearance vortex is established close to the im­
peller inlet. It therefore seems likely that most of the mixing 
and boundary layer growth is precipitated by the leakage 
vortex. Near the rotor outlet, however, roll-up of the casing 
boundary layer into a scraping vortex may contribute to the 
process. In the rocket-pump of [13] the blade surface 
boundary layers are seen to be of greater importance and the 
mixing occurs at a greater distance from the casing wall. 

Conclusions 

A conventional two-component laser-Doppler anemometer 
has been used to obtain an accurate map of the three-
dimensional velocity field in the rotating passages of a mixed-
flow rotor. Although the regions very close to the hub and 
casing walls could not be investigated because of the low 
signal-to-noise ratio caused by laser "flare," the range of 

measurements extended near enough to the casing wall to 
reveal important features relating to the growth of the casing 
wall boundary layer. The data should be of help in developing 
and testing advanced numerical flow models. 

The mainstream flow in the rotor passages is largely in-
viscid in behavior. A through-flow vortex fills the blade-to-
blade passage by the impeller outlet, but this is a fairly weak 
phenomenon, the velocity components in the spanwise 
direction remaining small. In this region, the blade surface 
boundary layers are very thin, resulting in the formation of 
small, narrow wakes downstream of the blades. 

The flow in the casing region is much more complex. 
Although the casing boundary layer is thin at inlet to the 
rotor, turbulence, viscosity and three-dimensional effects 
assume increasing importance as the flow progresses through 
the machine. The results indicate the formation of a strong 
vortex against the suction surface of the blade near the blade 
tip, probably caused by the clearance leakage flow. The 
vortex migrates towards the blade pressure surface to create a 
large region of mixing against the casing wall at mid-chord, 
near the centre of the blade-to-blade passage. The boundary 
layer secondary flows may also contribute to the intensity of 
the mixing. This process is equivalent to a rapid growth of the 
casing boundary layer, blocking the flow passage, and giving 
rise to a very unusual circumferential distribution of 
meridional velocity component. Near the outlet of the rotor, 
the fluid in the casing boundary layer appears to roll-up 
against the pressure surface of the blade, forming a scraping 
vortex which further complicates the pattern of fluid 
behavior. 

Downstream of the impeller, the blade wake within the 
casing boundary layer is influenced by the effects of the 
continuing growth of the mixing region. 

The experimentally determined velocity distributions were 
numerically integrated across the annular flow passage at a 
number of stations, and the inferred flow rates were very close 
to the nominal flow rate metered by a calibrated inlet cone. 
This gives a favorable impression of the overall accuracy of 
the measurement techniques. 
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mid-span SGL), it is not surprising that an extensive inviscid 
core dominated the flow pattern. The good guidance of the 
flow with this low solidity blading (see Figs. 5,7, and 9) is 
undoubtedly the result of a good design system. 

Although the paper is a very interesting one for the 
researcher, it will not have a noticeable impact on the design 
philosophy of pump and blower designs. However, it provides 
a substantial contribution for modelling loss mechanisms 
around an inviscid core flow. The tip-leakage-induced loss 
effects seem to be the predominant source of the hydraulic 
losses. The detailed reports will document a more detailed 
picture about these loss mechanisms and will, therefore, be 
even more helpful in establishing loss models. 

It is hoped that the authors will continue their research 
work into highly loaded mixed-flow stages extending the 
results of their present investigation. 
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comments contained in his contribution. The suggestion that 
the facility should be used to investigate the flow in highly-
loaded rotors has been made by other parties interested in this 
research. 

One of the difficulties associated with the design of pumps 
with highly-loaded blades is that of performance at low (off-
design) flow rates. Pump manufacturers and their customers 
recognize the undesirability of machines which have a 
positively-sloped head-flow characteristic, because there is a 
possibility of unstable flow in an installation containing such a 
unit. The model described in the paper was one of a series of 
moderately-loaded machines designed with this problem in 
mind. The authors' most recent work has been directed at in­
vestigating the fluid behavior at flow coefficients in a 
positively-sloped portion of its characteristic, and it is intend­
ed to report the data which were obtained in due course. The 
next stage will be to investigate the off-design flow in a second 
rotor which is to be fitted in the same casing; it is known from 
previous model tests that the new combination exhibits an 
overall head characteristic with a continuous negative slope 
from the best efficiency point down to zero flow. Special at­
tention will be paid to differences in the stall behavior of the 
two configurations, especially to the way in which separation 
and spanwise flow interactions develop as the flow coefficient 
is lowered. 

In conclusion, it should be stated that there are no plans to 
study more highly loaded rotors in the immediate future; 
however, the intended programme of research described above 
deals with a strongly related problem. Of course, there is no 
technical reason why the facility should not be used to in­
vestigate more highly loaded rotors when the current pro­
gramme has been completed. 
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Correlation and Prediction of 
Rotating Stall Inception by 
Divergence Method 
An empirical correlation of rotating stall inception points of elementary com­
pressors (isolated rotors, stages without prerotation, complete single stages, and 
multi-stage machines with repeating stages), modeled as equivalent diffusers, is 
presented. From it, two inception criteria for self-induced rotating stall are derived. 
Compressor blade rows are classified according to a geometric form parameter, 
(L/A„)cor, into two groups, subcritical and supercritical. The subcritical 
geometries stall at a constant kinematic area ratio AE/A„,, in what appears to be a 
pure rotating stall mode, which occurs before the airfoil stalls. In supercritical 
geometries, the rotating stall is delayed until it is triggered by the airfoil stall. Thus, 
for the latter geometries, the airfoil stall and rotating stall are coincident. In con­
trast to other diffuser-analog methods, the divergence method determines the stall 
angle and the stalled flo w coefficient rather than the stalled pressure rise. 

Introduction 

A need for a reliable method of prediction of the com­
pressor stall line is widely recognized by axial compressor 
specialists and designers. Recently, two new methods have 
been presented which precalculate, with a varied degree of 
success, the stalling pressure rise of an axial compressor stage 
and thus, indirectly, the stall point. A need still exists for a 
direct method, by means of which the stalled flow rate or stall 
angle could be predicted outright. 

Several methods for the prediction of the inception of 
rotating stall had been published earlier, by Emmons [1], 
Nenni and Ludwig [2], and Takata and Nagano [3]. The first 
two are stability analyses, and the inception of rotating stall 
(R.S.) can be calculated if the complete compressor blade row 
characteristics, Cp versus (3], and 02 versus (3,, are known. 
The third one is a nonlinear analysis, by which the R.S. in­
ception is obtainable if Xss (loss coefficient) versus /3j, /32 

versus (3,, and T (time lag) versus /3, are known. All three 
methods then are actually "test analyzers" rather than 
"predictors," since no procedures are indicated how to 
calculate the R.S. inception in the absence of the above 
detailed performance characteristics. 

Other analysts locate the inception of R.S. at the maximum 
of the Cp or 4> characteristic, whether measured or predicted 
(e.g. [4, 5], and [6]), which stems from the "classical" 
stability approach. This method, however, fails to distinguish 
between the stall modes (i.e., between R.S. and "airfoil 
stall"), presuming that both occur at the same point on the 

Contributed by the Fluids Engineering Division and presented as a longer ver­
sion at the Symposium on Stability, Stall and Surge in Compressors and Pumps 
at the Winter Annual Meeting, New Orleans, La., December 9-14, 1984, of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Manuscript received by the 
Fluids Engineering Division, April 29, 1982; revised manuscript received April 
2, 1984. 

characteristic, which this writer disputes. Still others (e.g. [7 
and 8]) use the surface diffusion limits of Lieblein [9] for stall 
inception. Again, no distinction is made between the possible 
modes of stall, although Lieblein's criterion applies strictly to 
airfoil stall. 

The recently presented "finite discontinuity" method [10] 
predicts the inception of rotating stall from cascade geometry 
alone. It uses a semi-empirical inception criterion, 
cotanj6,7cosA = const, which is valid for higher solidities. That 
solution was derived from kinematic similitude. It will be 
shown later in this paper that the discontinuity criterion is 
valid, but limited to only some cascade geometries. 

Let us return to the most recent "indirect methods" 
mentioned above. Koch [4] calculates the stalling pressure 
rise, and Schweitzer et al. [5] calculate the stall margin of the 
pressure rise from the maximum efficiency point. What is 
very attractive and common to both these methods is the 
modeling of the compressor cascade by a diffuser analog, 
formulated from the diffuser performance maps of Reneau et 
al. [11]. The present method is also based on the diffuser 
model, but all three methods use a different dependent 
variable while all use the same independent variable (nor­
malized length). 

In the present analysis the compressor blade passage is 
modeled as a two-dimensional asymmetric (curved) diffuser 
with a mitered entry, laid out at the rms radius (Fig. 1). A 
measure of the total diffusion done in such a "diffuser" is the 
area expansion ratio from approach to exit, or the "total 
divergence" (author's nomenclature). The exit area is fixed 
(in fixed stagger cascades), the inlet area is kinematic and thus 
variable with the flow rate or the inlet angle. As the inlet angle 
(and the incidence angle) increases (such progress is shown, 
from left to right, in Fig. 1), so does the kinematic area ratio, 
and with it the diffusion done by the blading. When the 
critical air angle (the stall angle) is reached, the diffusion 
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Fig. 1 Cascade layout and description 

breaks down because of excessive (area) divergence, the flow 
becomes unstable and rotating stall commences. The present 
paper elaborates on these critical divergences which are 
signaling the inception of rotating stall. The data used for the 
present correlations are taken from references 2, and 12-25. 

Let us pause at this point and discuss the various types of 
stalls. Apparently (per [4-6]) the multistage axial compressor 
stages encounter always the rotating stall at the onset of in­
stability (stall line). Thus we may dispense with the discussion 
of the surge which has to do with the stability of the whole 
compressor-engine-ducting system, and concentrate entirely 
on the inception of rotating stall. According to technical 
literature, the rotating stall is triggered by either the airfoil 
stall (e.g. [4]; equivalent to 2-dimensional diffuser stall) or the 
wall stall (e.g. [4]). The airfoil stall occurs when the airfoil 
suction-surface diffusion exceeds the limit. The wall stall is 
caused by excessive wall boundary layers (in other words: 
deteriorated through-flow velocity profiles) entering higher 
compressor stages and the stall occurs prior to airfoil stall 
(i.e., airfoil stall is not due yet), a matter investigated and 
discussed in [4]. This paper is bringing attention to still 
another cause, which appears to be the streamtube diffusion 
limit (this streamtube occupying the whole blade channel 
volume). This may be actually a "pure rotating stall mode," 
triggered by neither airfoil stall nor wall stall. 

Development of Stability Criteria 

Diffuser Model and Stability Limit. Reneau et al. [11] 
formalized the presentation of 2-dimensional diffuser per­
formance, a sample of which is shown in Fig. 2. The pressure 
recovery coefficient of parallel-wall diffusers is a function of 
geometric parameters and flow parameters. The diffuser 
stability line follows a sloping line of Cp = .40. More im-

Nomenclature 

A = area 
c = chord 

C|Q = camber coefficient (design lift coef­
ficient) 

C ;, = Ap/ Vi pV\ = pressure coefficient 
L = pathwise length of s t reamtube 

Ma = Mach number based on relative entering 
velocity 

N = length of straight diffuser 
p = static pressure 

Re = Reynolds number based on chord length 
s = blade spacing 
t = max imum airfoil thickness 

K, = relative inlet velocity 
Xss = loss coefficient (steady-state) 

W = width of 2-dimensional straight-wall 
diffuser 

a = area coefficient 
a , = angle of prerotat ion 

i8 = air angle relative to rotor 
<5* = B.L. displacement thickness 

Fig. 2 Pressure recovery of two-dimensional diffusers with turbulent 
inlet boundary layers. (Copy of original Fig. 4(d) of reference [11].) 

portant to us is the sloping line passing through the points of 
maximum pressure recovery, which has been drawn into Fig. 
2. This line of the maximum static pressure coefficient is 
presumed to be the compressor-stage stall line. Koch [4] and 
Schweitzer [5] have demonstrated that this equivalent-diffuser 
representation of the compressor stage is realistic, although 
their prediction ability is somewhat unreliable. The expected 
stall limit lines in terms of Cp and L/g2 ( = equiv. to N/Wt) 
are derived from Fig. 2 and similar, and are shown in Fig. 3, 
for various blockages. Both these methods, working with the 
pressure coefficients, encounter a great amount of difficulties 
because so many variables influence the pressure rise and thus 
have to be accounted for and corrected. 

The present method bypasses most of these problems by 
selecting strictly geometric parameters as stall variables. 
Figure 4 shows the presumed compressor stability line taken 
out from Fig. 2 in terms of the area ratio against the nor-

4> = included cone angle 
X = stagger angle 

\p = Ap/lP-Zg = pressure coefficient 
a = c/s = cascade solidity 

r = time lag (response) 

Subscripts 
1 = inlet plane 
2 = exit plane 

oo = approach 
E = exit th roa t 
/ = incipient, inception, initial 

Abbreviations 
AR = area ratio 
cor = corrected 
crit = critical 
eff = effective 
lim = limit 

R.S. = rotating stall (transverse mode) 
rms = root-mean-square (geometric mean) 
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Fig. 3 Maximum pressure coefficient as affected by entering boun­
dary layers (blockages) 
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malized length N/Wu a single line for all four wall boundary 
layer thicknesses (blockages), suggesting (a) that the optimum 
area ratio is less affected by other geometry and flow 
variables, and as such (b) the area ratio is probably the truly 
controlling (independent) variable of stall and R.S. In any 
case, this stability line taken as a line of maximum pressure 
recovery of rectangular diffusers is a unique curve, in­
dependent of smaller blockages (up to 5 percent or so; for 
blockages of 10 percent or more the limiting area ratio is 
expected to be considerably reduced, perhaps proportionally 
with the blockage), and probably also independent of many of 
the variables that affect the pressure recovery itself. The 
limiting area ratio is expected to be a function of Ma, Re, 
significant (thick) blockages, equivalent length, camber and 
possibly stagger. There is no need felt to match the com­
pressor area ratio vs. normalized length limit with the diffuser 
limit line of Fig. 4 because of the compressor-diffuser's 
curvature and sharp corner entry condition for which we have 
no equivalent among the tested diffusers. Instead, parameters 
AE/A„ versus L/Am, as defined in Fig. 1, have been selected 
to construct a special limit line for rotor cascades. It is hoped 
that the result will still be a single correlation line, under the 
restricted conditions of a high Reynolds Number (100,000 or 
more), negligible Mach No. (incompressible), normal axial 
spacing {Vi to 1 chord), small running tip clearance, and 
negligible blockage. 

Rotating Stall Inception Criterion. The previous section 
defined a general stall or stability conditions for the com­
pressor modeled as an equivalent diffuser of a particular kind, 
in terms of kinematic parameters AE/Aa> and L/A„. We now 
turn our attention to the inception of rotating stall 
specifically. We base the development of generalized R.S. 
criteria on a "classicial stability" solution of the problem 
recorded in technical literature. 

Reference [1] shows that the inception of a small instability 
(small-wave fluctuations) due to rotating stall is conditioned 
by 
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where a can be defined as 

(1) 

a=A2^/A2, (2) 

where A2,eti is the geometric area at exit plane reduced by the 
wake blockage, and a can be evaluated from the definition of 
Cp, C„ = 1 - (A, /A2f - 1 - (A, /oA2)

2, as 

a = ( / l 1 / / l 2 ) / ( l - C p ) w . (3) 

Figure 5 shows an a curve typical of isolated rotors in rotating 
stall. Here the unstable portion of a is initially linear, and 
thus the condition of instability (1) reduces into 

(-
da 

- ) • 

. „ , - — = const. (la) 
Vacotanpi / cotanp. 

From this plot a critical value of the inlet air angle is obtained, 
at which the orifice coefficient becomes critical (where the a 
curve first becomes linear). Figure 5 is actually a composite 
curve of data on several rotors, normalized by means of the 
factor (cosX). Thus a single inception point of the R.S. in­
stability also is suggested, coincident with the onset of a 
constant slope of the generalized a function, 
cotan,6,-/cosA=.81, which is the same as the inception 
criterion for high solidity cascades of reference [10]. 

Since the a is a ratio of two areas (the effective area over the 
geometric area at the passage exit plane), it is of interest to 
investigate also some other area ratios. One of them has been 
found quite useful and the two involved areas are shown in 
Fig. 1: the approach area A„ and the exit throat areaAE. The 
AE is fixed by the cascade geometry (for fixed-stagger 
cascades, typical in rotors) but the A„ is kinematic, varying 
with the air angle. The ratio A„/AE varies approximately 
linearly with cotan/3, and can be normalized by the same 
(cosX) factor. The result is Fig. 6, A„/AE versus 
cotanp^/cosX correlation. Because Fig. 5 and 6 have a 
common normalized abscissa,' the inception criterion can be 
marked in Fig. 6 also. The ordinate of Fig. 6 then suggests an 
alternate instability criterion Am/AE<lim, or AE/A„ >lim, 
coincident with the point of criticality of Emmons' a func­
tion. The advantage is that the new function is strictly 
geometric, hence indifferent to the actual value of either the 
pressure or the loss coefficients. Not all the data on rotating 
stall inception contain the detail information (mostly (32's of 
rotors) necessary to construct the a curves, and thus it is 
impossible to conclude whether the above inception criterion 

But not common coordinates. Figure 6 has strictly geometric variables, 
hence can be constructed all the way to the origin. Not so Fig. 5; cp and fi2 on 
which a is based are available only to cotan values shown. 
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is valid in general, or is restricted to some cascade geometries. 
That question is addressed in the subsequent part. 

Combined Stability Criteria. This concludes the 
preliminary analysis of the problem. Let us sum up our ex­
pectations. According to the modified diffuser analogy, the 
compressor stability line can be expected to be a single sloping 
line AE/A„, above which (general) stall occurs and below 
which compressor elements are stable. From the tentative 
generalized analysis of R.S. inception, rotating stall should 
occur above the (single) line of AE/Am = const = 1.55. The 
expectations are sketched in Fig. 7. The 2 stability lines in­
tersect, and we are unable to resolve off-hand this dilemma 
analytically. The validation of these expectations must come 
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from the correlation of experimental values of compressor 
stages and other elements at the onset of rotating stall. 

Divergence Correlations For Elementary Compressors 

Test data used for the correlations originate in [2] and [12] 
to [25]. All the pertinent original data as well as the calculated 
parameters are tabulated in Table 1 and refer to the rms radii. 
The correlation technique used here was developed in [13] 
where it is used to correlate cascade stall points (airfoil stall, 
not R.S.). It consists of plotting the area divergence ratio 
AE/A„ against the form parameter L/A„. (All geometric 
variables are defined in Fig. 1.) Because rectangular diffusers 
have a straight axis and cascades do not, the cascade stall 

Fig. 6 Correlation of kinematic area ratio AmIA^ Fig. 7 Two instability lines indicated by prefiminary analysis 

Table 1 Geometry and performance data on some elementary axial compressors pertaining to rotating stall. (Sources: references [2,12-25]; 
supplemented as listed in Notes below.) 
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CAMBER COEFFICIENT C i A 

Fig. 8 Correction shifts for stalled rotor cascades 

32 

FORM FACTOR 

Fig. 9 Correlation of rotating stall inception for rotors 

divergence limits vary with camber, and for a successful 
correlation equivalent to diffusers, all cascades would have to 
be corrected to zero camber. A consistent correlation may be 
obtained if all cascades are corrected to a constant camber. In 
the following correlations all the cascades were corrected to 
C1() = 1.0 by means of an empirical correction curve, Fig. 8.2 

Isolated Rotors. The rotating stall inception points for 
numerous isolated rotors are plotted in Fig. 9. The points 
form two linear branches, fairly well correlated, one 
horizontal and the other sloping, as was anticipated. These 
two branches define two rotating stall inception criteria. The 
horizontal line apparently indicates a pure R.S. mode. The 
sloping line represents stall points that experience 
simultaneously airfoil stall and rotating stall. Apparently the 
rotating stall inception is delayed for these longer forms, until 
it gets triggered by airfoil stall. Without exception, all the stall 
points on the sloping line coincide with the onset of airfoil 
stall. Note that camber increases proportionally the effective 
length of the stalling passage. There appears to be no effect of 
solidity of order of 1 and larger. The same cannot be true for 
very low solidities (for example Pt.3, a= Vi), but there is 
scarcity of low solidity data on R.S. inception and this effect 
must remain unresolved for the time being. 

Figure 8 was obtained by 3-dimensional curve fitting of area ratios versus 
normalized lengths at constant nominal lift coefficients, assuming linearity of 
area ratios at any constant CV and proportionality of ACi with ALA4„. 
Thus all lines of constant C\ are shifted until they collapse into one single 
sloping line (just like in Fig. 9) with minimum error. The resulting correction 
curve has provided satisfactory correlations (Figs. 9, 10, 11). 
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Fig. 10 Correlation of rotating stall inception points for complete 
single stages 
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FORM FACTOR -

Fig. 11 Composite correlation of rotating stall inception for all 
elementary compressors 

Stages Without Prerotation. Stages without guide vanes 
and stages with guide vanes imparting no prerotation 
(c^ =0°) behave exactly the same way as the isolated rotors. 
The rotating-stall inception points of these cases, corrected 
for camber, fall on either the horizontal or the sloping lines 
established by isolated rotors, and have been added as 
checkered points to Fig. 9. 

Complete Single Stages. Staging has a definite effect on 
the divergence correlation and on the R.S. inception. Several 
complete stages, with guide vanes (here all imparting 
"positive" prerotation), are correlated in Fig. 10. The stall 
points again show the same trend, even the same slope, but the 
sloping line is offset horizontally by a shift of 0.6 of the 
normalized diffuser length, after all points were corrected for 
camber first. Thus it appears that staging has only one effect 
on the inception, namely, the addition of prewhirl guide vanes 
increases the effective length of the "diffuser" passage3 by a 
fixed amount regardless of the prewhirl angle (as long as it is 
nonzero). Both corrections (for camber and for staging) are 
additive. This makes it possible to construct a composite 
correlation of R.S. inception points for all elementary 
compressors investigated in this study. The correction for­
mula is 

(L/A)mr = (L/A)B • A „ • +AS, (4) 

Composite of Elementary Compressors. All elementary 
compressors listed in Table 1, isolated rotors, stages without 
prerotation, stages with guide vanes, and repeating-stage 
multistage compressors, are corrected and plotted together in 
Fig. 11. The result is a very good correlation, with only 3 
points seriously off. The three culprit points are #3, 16, and 

The rotor is always controlling the inception of rotating stall. Thus the 
passage under scrutiny is the rotor passage. 
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18. No. 3 is an isolated rotor with a solidity of 'A, which is 
very low. R.S. fails to materialize at solidities of 1/3 and 
lower, therefore #3 should have a very high area ratio limit. It 
is however the only case with a very low solidity, and 
therefore a trendline for low solidity effects cannot be 
established at this time. Point No. 16 is a high reaction stage 
design; it may be that extremal reaction has effect on the 
divergence limit also. Point No. 18 is a single stage of a very 
low hub/tip ratio with an extremal free-vortex blade twist. It 
may be that the rms radius does not represent correctly the 
average "diffuser conditions" in this case. Anyway, fewer 
than 10 percent of the cases fail to support this correlation, 
and thus the method appears to be fairly well justified. 

Summary and Conclusions 
Based on a successful correlation of about 30 cases of 

elementary compressors, two alternate criteria for inception 
of rotation stall have been established, subject to con­
firmation by additional experimental data: rotor cascades are 
classified into two groups, subcritical and supercritical, 
determined by the form parameter (L/A„),.„,. of the rotor. If, 
at the area ratio of 1.55, the corrected form parameter is less 
than 3.2, then the cascade is "subcritical" and rotating stall 
inception occurs when the area ratio is equal or larger than 
1.55; if the form parameter is larger than 3.2, the cascade is 
"supercritical" and the area expansion ratio will surpass 1.55 
until the airfoil stall is reached; at that point the R.S. is 
triggered. This has to be determined the long-hand way, 
because there are no greatly noticeable differences in the 
cascades on inspection alone. 

The present understanding is that the rotating stall onset is 
governed by the rotor channel geometry (form, camber, 
stagger) and by staging. The horizontal stability line probably 
represents a "pure rotating stall mode," unrelated to either 
the suction surface deceleration (airfoil stall) or the excessive 
wall boundary layers (wall stall). This limit line is equivalent 
to the angular criterion of [10]. The sloping limit line means 
always a coincidence of airfoil stall and rotating stall. In this 
case, stable operation continues across the horizontal stability 
line until the airfoil stall is reached, which triggers the onset of 
R.S. 

The correlations are corrected for camber (C, =1.0 is 
std.), and are applicable to solidities >0.8, high Reynolds 
numbers, negligible Mach numbers (i.e, incompressible), 
normal axial spacing ('A to 1 chord length), and negligible 
blockages (due to entering wall B.L.'s). 

This solution of R.S. inception is obviously only a partial 
solution of a more general solution. To complete, more test 
data must be collected and correlated, particularly data on 
very low solidity, very thick wall B.L.'s (and large blockages), 
stage reaction, and run-of-the-mill multistage compressor 
stages. A careful use of this method is suitable for the 
prediction of rotating stall inception. 
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Performance of Small High Speed 
Cryogenic Pumps 
Several small cryogenic pumps for a liquid rocket engine have been made and 
tested. These pumps have a small impeller and are characterized by high speed and 
high head. The main design characteristics of these pumps are as follows: stage 
specific speeds of from 0.0319 to 0.0766, flow rates from 0.016 to 0.0525 m3 Is, 
pressure rises from 4.9 to 26 MPa, rotational speeds from 16,500 to 80,000 rpm, 
and impeller diameters from 0.083 to 0.146 m. These pumps, when tested, showed 
higher efficiency even in the range of small stage specific speeds than any previously 
reported data on other pumps. This tendency was particularly striking with the two-
stage pumps. With regard to pump efficiency measurement, it was made clear that 
adiabatic efficiency was utilizable for the present cryogenic pumps. The relationship 
between the adiabatic efficiency and ordinary efficiency was also confirmed by a 
brief calculation and test results. 

Introduction 

During over the past ten years, several small cryogenic 
pumps for liquid rocket engines have been made for purposes 
of research and development by the National Aerospace 
Laboratory of Japan (NAL) and the National Space 
Development Agency of Japan (NASDA). These pumps have 
very small impellers and are characterized by high speed and 
high head. The present paper focuses on the overall per­
formance and efficiency measurements of these pumps. 

In general, pump efficiency mainly depends upon the stage 
specific speed and flow rate [1]. Besides these factors, the 
efficiency of a pump having a relatively high specific speed 
and high flow rate seems to be influenced by suction specific 
speed [2]. A higher suction specific speed pump requires an 
increased inlet diameter, which results in poor geometry of the 
pump inlet. Furthermore, it is reported that, with small 
pumps, the diameter of the impeller has a strong influence on 
the pump efficiency [2, 3, 4]. In the authors' experience, 
however, the previously available technical data were not 
sufficient for designing small high speed pumps. For instance, 
some small high speed pumps which were made at NAL [5] 
showed considerably higher efficiency than that previously 
reported for such pumps [2, 3, 4], 

The present small pumps were made for use with liquid 
oxygen (LOX) and liquid hydrogen (LH2) feed pumps. They 
are single or two-stage centrifugal pumps with an inducer. 
The design characteristics of these pumps are as follows: 

Stage specific speed: 0.0319 to 0.0766 
Flow rate: 0.016 to 0.0525 (m3/s) 
Pressure rise: 4.9 to 26.0 (MPa) 
Rotational speed: 16,500 to 80,000 (rpm) 
Impeller diameter: 0.083 to 0.146 (m) 
Impeller outlet blade angle: 25, 35, and 45 (deg) 

Contributed by the Fluids Engineering Division for publication in the 
JOURNAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineer­
ing Division, December 27, 1983. 

These pumps were tested using water, LOX, liquid nitrogen 
(LN2), and LH2 as the pump fluid and overall performance 
factors such as efficiency and head/flow-rate characteristics 
were examined. The influence of rotational speed and pump 
fluid on the pump performance was also examined. 

Furthermore, with regard to cryogenic fluids, adiabatic 
efficiency, which has previously been used to evaluate LH2 
pump efficiency [6], was investigated in more detail. A brief 
calculation was compared with the test results to clarify the 
relationship between the adiabatic efficiency and ordinary 
efficiency. It was made clear that the adiabatic efficiency 
obtained by measurement of fluid temperatures and pressures 
was suitable to obtain the efficiency of these cryogenic 
pumps. 

Test Pumps and Test Procedures 

A tabulation of major pump design parameters is presented 
in Table 1. Pumps A, B, C, and G were fabricated for LOX 
feed and the others for LH2 feed. However, till now only an 
LN2 test has been conducted with pump H. Design flow rate, 
QM, and design head, HM, are exactly the same for pumps A 
and B but design rotative speed, NM, is quite different. 
Pumps C, D, D', and E were made for use in development of 
the LE-5 engine of Japan's H-l rocket. Pumps G and H are 
characterized by remarkably high discharge pressure. 

All the test pumps have an inducer with three swept-back 
blades. Pumps F and H are two-stage centrifugal pumps, and 
all the others are single-stage centrifugal pumps. Pumps E, F, 
G, and H have vaned diffusers and the others have vaneless 
diffusers. All the test pumps have a closed impeller with two-
dimensional, back-swept blades. Pumps D, D' , E, and H 
have impellers with splitter blades. The impellers of pumps A, 
B, C, and F were made of aluminum alloy, and those of 
pumps D, D' , and H were made of titanium alloy. Heat 
resisting alloy was used for pump G. Except for that of pump 
G, the impellers were made by machining. The backshroud 
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Table 1 Main design characteristics of test pumps 

P r i n c i p a l i t e m s 

Pump f l u i d 
Number of s t a g e s 
Flow r a t s , 
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D i l / I > i 2 , 
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MPa 
rpm 

m 
d i m e n s i o n a l ) 
m 3 / m i n , r p m ) 

m 
m 
m 

d e g . 
d e g . 
d e g . 

m 

m 
D i f f u s e r o u t l e t t o i n l e t d i a m e t e r r a t i o 
Number o f d i f f u s e r b l a d e s 
D i f f u s e r i n l e t b l a d e a n g l e 
D i f f u s e r o u t l e t b l a d e a n g l e 

d e g . 
d e g . 

A 

LOX 
1 

0 .016 
1 1 . 8 

2 0 , 0 0 0 
1,051 

O.OVtO 
113 

13 
0 . 0 6 5 
0.13>t 

2 . 0 6 
1 0 . 3 
1 3 . 8 

25 
6 

0.001(2 
A 

0.0111 
1 .07 

— 

B 

LOX 
1 

0 . 0 1 8 
1 1 . 8 

3 5 , 0 0 0 
1,051 

0 . 0 7 6 6 
197 

13 
0 . 0 6 0 
0 . 0 8 3 

1 .38 
8 . 0 

1 1 . 5 
25 
6 

0 .0092 
A 

0 . 0 1 3 8 
1 .12 

— 

C 

LOX 
1 

0 .0172 
h.9 

1 6 , 5 0 0 
•'(39 

0 .0681 
175 
7 . 5 

0 .0653 
0 .1112 

1.70 
1 0 . 0 
H . 3 

25 
6 

0 . 0 0 6 8 
A 

0 . 0 1 5 2 
1 .10 

— 

D 

LH2 
1 

0 . 0 5 2 5 
5.5 

5 0 , 0 0 0 
8 ,0 0 0 

0 .0 l t08 
105 

56 
0 . 0 6 8 2 

0.11)6 
2.11) 

9-9 
11.1) 

35 
6+6 

0 . 0 0 3 8 
A 

0 . 0 0 7 6 
1 .07 

— 
"~ 

D' 

l i f t 
1 

0 .0525 
5 . 5 

5 0 , 0 0 0 
8 ,000 

0.01108 
105 

56 
0 .0682 

0.1 3>( 
1 .96 

9 . 9 
1>l.2 

•15 
6+6+12 
0.001(9 

A 
0 . 0 0 9 9 

1 .07 

— — 

E 

l i f t 
1 

0 . 0 5 0 3 
5.5 

5 0 , 0 0 0 
8 , 0 0 0 

0.01(01 
103 

56 
0 . 0 6 8 

0 . 1 3 9 8 
2 . 0 6 

9 . 0 
1 2 . 7 

35 
6+6 

O.OO36 
B 

0.001(1 
1 .20 

11 
8 . 9 

1 5 . 0 

F 

Lift 
2 

0.01(1 
6 . 0 

1(5,000 
8 ,500 

0 .0521 
13>( 

3>( 
0 .065 
0 .122 

1 .88 

9.9 
1 2 . 0 

35 
6+6 

0 . 0 0 4 3 
B 

0 . 0 0 5 3 
1 .15 

11 

8.8 
1 3 . 5 

G 

LOX 
1 

0 . 0 1 6 
2k. 5 

1(5,000 
2 , 2 3 0 

0 . 0 5 2 9 
136 

20 
O.OU73 
0 . 0 8 6 3 

1 .82 

8.5 
1 1 . 0 

25 

6 
0 . 0 0 3 8 

B 
O.QOMM 

1.27 
7 

9 . 0 
1 5 . 0 

H 

LH2 
2 

0.01(39 
2 6 . 0 

8 0 , 0 0 0 
37,21(0 
0 . 0 3 1 9 

82 
56 

0 . 0 6 3 
0 . 1 2 9 6 

2 . 0 6 
7 . 0 

9.21 
1(5 

6+6+12 
0 . 0 0 2 9 

B 
0.003l( 

1 .20 
11 

7 . 2 
1 5 . 0 

A. = vaneless diffuser + volute , B ~ vaned diffuser . 

Guide vanes / 0 r i f 
Balance piston 

Mechanical seal 
Helium purge 

seal 

Inducer 

Table 2 Properties 

Pressu re (MPa) 

Temperature (K) 

Densi ty (Kg/m3) 

V i s c o s i t y (N-s/m2) 

Kinematic v i s c o s i t y (raz/s) 

LOX 

0.1013 

90.2 

1,11(0 

1.96 x10"4 

1.72 x10~' 

of pump fluids 
1H2 

0.1013 

77 . >( 

808 

1.63 x l ( r ' 

2.02 x10~' 

LH2 

0.1013 

20 .3 

70.8 

1.32 x10"5 

1.86 x10"' 

WATER 

0.0023 

293 

998 

1.01 x10"3 

1.01 x10"6 

Fig. 1 Pump G 

with the blades and the frontshroud were machined separately 
and joined by aluminum brazing or diffusion bonding. The 
impeller of pump G was made by precision casting. The 
surfaces of blades, shrouds, etc. were smoothly finished. 
Their surface roughness ranged from approximately 2 to 5 pan 

Pumps G and H are presented in Figs. 1 and 2, respectively. 
The axial thrust of the test pumps was balanced by balance 
holes machined in the backshroud of the impellers (pumps A, 
B, C, D ' , and F) or by a balance piston mechanism as shown 

in Figs. 1 and 2. The balance piston orifices were formed by 
utilizing an impeller backshroud and a casing [7]. Ball 
bearings of all the test pumps were self-lubricated and cooled 
by pump fluid. A metal bellows mechanical seal was used to 
seal in pump fluid except for pump H in which floating ring 
seals were used because the seal pressure was considerably 
high. The details of the mechanical seals and floating ring 
seals are presented in references [8-10]. 

The present tests were conducted using two test facilities. 
Testing of pump G as well as all the tests in which LH2 was 
used as pump fluid, were performed at the NASDA 
LOX/LH2 pump test facility. The remaining tests were 
conducted at the NAL LOX pump test facility, where water 
can be used as pump fluid. The test pumps were powered by a 
880 KW d-c electric dynamometer at the NASDA facility and 
a 450 KW d-c electric dynamometer at the NAL facility. 
Measured torque and rotational speed were used to determine 
the brake horsepower of the test pumps. Torque was obtained 
by measuring the displacement of a balance of the electric 
dynamometer. Rotational speed was measured with, a 
combination of a toothed wheel and a magnetic pulse pickup. 
A schematic diagram of the NASDA test facility, which is 

N o m e n c l a t u r e 

C = 

cc = 

cs = 

c = 
D = 

h 
Ah 

H 
Hi 
Ld 

m 
n 
N 

torque of pump shaft (N»m) 
torque of friction at impeller 
shroud tip (N«m) 
torque of friction at impeller 
shroud surface (N-m) 
moment coefficient 
diameter of impeller (m) 
acceleration due to gravity 
(m/s2) 
enthalpy of pump fluid (J/Kg) 
enthalpy change of pump 
fluid (J/Kg) 
pump head (m) 
inducer static head (m) 
disk friction loss (w) 
mass flow rate (Kg/s) 
rotational speed (1/s) 
rotational speed (rpm) 
nondimensional specific speed 

N, = 

P = 

Q 
Qd 

Re = 

S 
T 

U, = 

u = 

specific speed (m, mVmin, 
rpm) 
pressure (MPa) 
heat generated due to losses 
(J/Kg) 
flow rate (m3/s) 
flow rate determined by 
similar velocity triangles 
( = Qd0(N/Nd0)) 
Reynolds' number 
(OJ. (Di2/2)2/v) 
entropy of pump fluid (J/Kg) 
temperature of pump fluid (K) 
internal energy of pump fluid 
(J/Kg) 
peripheral velocity of inducers 
(m/s) 
peripheral velocity of im­
pellers (m/s) 
specific volume of pump fluid 
(mVKg) 

0 = blade angle from tangent at 
impeller diameter (deg) 

r)a = adiabatic efficiency 
r\p = ordinary pump efficiency 

v = kinematic viscosity of pump 
fluids (m2/s) 

p = density of pump fluids 
(Kg/m3) 

¥p = pump head rise coefficient 
(g-H/U2) 

tyj = inducer static head rise 
coefficient {g>H,/Ui'

1) 
^s = pump stage head rise coef­

ficient 
u> = angular velocity (1/s) 

Subscript 

1 = conditions of pump inlet 
2 = conditions of pump outlet 
is = isentropic compression 

process 
act = actual compression process 
dO = design point 
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Fig. 2 PumpH 

similar to the NAL test facility, is shown in Fig. 3. The test 
pumps were not insulated from their surroundings, which 
resulted in a slight heat flow through the pump casing, 
particularly in the LH2 test. All the flow rates were measured 
by turbine type flow meters. Pressure measurements were 
carried out with strain-gage type pressure sensors. Cryogenic 
fluid temperatures at the pump inlet and outlet were measured 
with platinum resistance thermometers. Cryogenic fluid 
properties, which were necessary to obtain pump NPSH, 
adiabatic efficiency, etc., were obtained from various hand­
books [11, 12, 13]. The main properties of the pump fluids are 
presented in Table 2. Viscosity of liquid hydrogen is much less 
than that of the other fluids. However, the kinematic viscosity 
of these three cryogens is almost the same. 

Results and Discussion 

Overall Performance. The relationship between the net 
positive suction head (NPSH) and the overall performance of 
the pump is presented in Fig. 4. Water was used as pump 
fluid. The test was carried out at the constant rotational speed 
and with the constant flow rate by reducing the pump inlet 
pressure. The overall performance of the pump was strongly 
affected by cavitation in the lower NPSH region. However, it 
is interesting to note that pump efficiency scarcely decreased 
even though remarkable inducer head degradation occurred. 
All the test results mentioned later were obtained at high 
NPSH values in order to eliminate the effects of cavitation on 
the overall performance of the pump. Suction performance of 
the present test pumps with cryogenic fluids is described in 
reference [14]. 

The overall performance of pump A, which was measured 
over a comparatively wide range of flow ratios, is shown in 
Fig. 5. Water was also used as pump fluid. Since the number 
of blades and the discharge angle of the main impeller were 
relatively small, a wide flow range with a negative H— Q slope 
was obtained. The best pump efficiency was 68 percent, which 
seems to be a fairly high value for a small pump with an in­
ducer. One of the most probable reasons for this high ef­
ficiency is the improvement of volumetric efficiency, which 
was accomplished by using plastic seal wearings that made 
possible quite small seal-clearances (less than 0.00005 m) of 
the wearing-ring seals. The influence of rotational speed on 
pump performance was very small over the range of speeds 
tested, as shown in Fig. 5. Incidentally, the ratios of 
calculated disk friction loss to brake horsepower were about 
9.4 percent for 17,500 rpm and 10.1 percent for 12,500 rpm. 
The disk friction loss was estimated using the following 
equation [15], which takes into consideration the effect of the 
thickness of the impeller shroud at the tip. 

OL 0 I 1 1 ^ J 1 
0 5 10 15 

NPSH(m) 

Fig. 4 Relationship between NPSH and overall performance of pump 
A (water test) 

O O O <& (A _ 

a 

IV 

0 

0 
O 12,500rpm Re = 5.8X10° 
A 15,000rpm 7.0X10° 
• 17, SOOrpm 8.1X10° 

% 

(^ 
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Flow rat io, Q/Qcl 

Fig. 5 Overall performance of pump A (water test) 

Ld = o>(Cs + Cc) 

where Ds2 is the diameter of the impeller backshroud, e is the 
total of the shroud tip thickness, and C,„ is the moment 
coefficient, which was determined by using data of reference 
[16] and in the case of high Reynolds' number, the ex­
trapolation of these data. It was also confirmed that the 
influence of rotational speed on pump performance was 
small, with another higher speed pump (Fig. 13). 
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Fig. 7 Overall performance of pump D 

1.2 

In order to show the relationship between overall pump 
performance and pump fluids, a comparison of water and 
LN2 tests with pump F is presented in Fig. 6, and the 
relationship of LN2 and LH2 tests with pump D is shown in 
Fig. 7. As shown in Fig. 6, almost the same head coefficients 
were obtained in both the water tests and the LN2 tests, while 
LN2 showed 2 — 3 percent higher efficiency than water. In Fig. 
6 the decrease of impeller diameter in LN2 was not taken into 
consideration. It was 0.4 percent of the diameter in the case of 
the water test. The efficiency difference in Fig. 6 is thought to 
be due to the difference of kinematic viscosity. The ratios of 
calculated disk friction loss to brake horsepower were 4.7 
percent for LN2 and 6.5 percent for water. Figure 7 shows the 
overall performance of pump D. The rotational speed of the 
LN2 test was set at a level that would produce the same 
discharge pressure as that of the LH2 test. There was ex­
tremely good agreement between the two tests regarding the 
pump head rise coefficient. It is well-known that LH2 is much 
more compressible than LN2. However, in the present test, 
the difference of LH2 density between pump inlet and outlet, 
which was indirectly estimated using measured temperatures 
and pressures, was within about 1 percent. In Fig. 7, LH2 

Flow ratio, Q/Qd 

Fig. 8 Head/flow-rate curves of pump tested 
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Fig. 9 Influence of impeller diameter on pump efficiency 

showed about 4 percent higher efficiency than LN2. The 
Reynolds' number of this LH2 test was about 4 times larger 
than that of the LN2 test. The ratio of calculated disk friction 
loss to brake horsepower of the LH2 test was 2.2 percent 
lower than that of the LN2 test. 

Overall performance of almost all the test pumps in Table 1 
is compared below. Firstly, the relationship between pump 
head rise coefficient and flow ratio is shown in Fig. 8. In this 
figure, the stage head rise coefficient, ys, is used with regard 
to pumps H and F. Figure 8 presents almost the same ten­
dency as has been previously reported [17]. A bigger impeller 
discharge angle brought about the narrower range of flow 
ratio in which the slope of the H— Q curve is negative. Pump 
A had a higher head rise coefficient than pump B though they 
both have the same impeller discharge angle, the same design 
flow rate and discharge pressure but a different design 
rotational speed and therefore a different specific speed. This 
difference in head rise coefficient was considered to be mainly 
due to the smaller blade length of pump B (smaller Di2/Dn) 
and secondarily to the higher volumetric efficiency of pump 
A. 

The relationship between the stage specific speed and pump 
efficiency is shown in Fig. 9. In this figure, the influence of 
pump size on efficiency, which was presented in reference [2], 
is indicated by dotted lines. Figures in parentheses in Fig. 9 
are impeller diameters. The efficiency of all the test pumps 
can be regarded as considerably higher than that indicated by 
the dotted lines. With the present test pumps, major com­
ponents were precisely machined, and blade and shroud 
surfaces were smoothly finished. Furthermore, efforts were 
made in design to reduce leakage loss. These factors might 
explain the difference between the efficiency of these pumps 
and those previously reported on [2, 3, 4]. The influence of 
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Fig. 11 Compression process of cryogenic fluids and efficiency 

impeller diameters on pump efficiency was not so conspicuous 
in the present test. It seems that the efficiency differences 
among the present test pumps might be explained by the effect 
of factors other than impeller diameter. The high efficiency of 
the two-stage pumps F and H could be explained by the 
following. First, vaned diffusers functioned well, which was 
confirmed experimentally by pressure recovery in the diffuser 
vanes. The ratio of the pressure recovery in the diffuser vanes 
to the pump stage head was about 30 percent at the design 
point. Secondly, the pressure difference between the first-
stage impeller outlet and the second-stage impeller inlet was 
small since an internal crossover passage was applied as 
shown in Fig. 2, which reduced leakage through the wearing 
ring seals between the backshroud of the first impeller and the 
frontshroud of the second impeller. The seal clearance of the 
wearing-ring seals was about 0.0001 m in the LN2 test. 
Thirdly, the ratio of hydraulic loss between inducer and 
impeller to all the hydraulic losses became smaller than that of 
single-stage pumps. The high efficiency of pump A has been 
described in the discussion of Fig. 5. The comparatively low 
efficiency of pump E, which has vaned diffusers, was due to 
the deterioration of pressure recovery in the vaned diffusers at 
higher discharge pressures. The pressure recovery ratio 
decreased by about 5 percent. The lower efficiency of pump G 
is also thought to be mainly due to small pressure recovery in 
the vaned diffusers. The pressure recovery ratio was about 23 
percent. The lower efficiency of pumps B, C, and D is thought 

to be mainly due to poor pressure recovery in the vaneless 
diffusers. Furthermore, the lower efficiency of pumps B, G, 
and C might also be due to their smaller impeller diameter. 

Figure 10 shows the brake horsepower characteristics of the 
several pumps tested. BHPO in Fig. 10 is the brake 
horsepower at Q/Qd = 1. These pumps had very similar brake 
horsepower curves. Pumps A and D showed slightly greater 
brake horsepower ratios in the low flow ratio ranges 
(Q/Qd < 1) than the other pumps. This trend must be mainly 
due to the effect of the disk friction loss. Incidentally, the 
ratios of the calculated disk friction loss to the brake hor­
sepower of pumps A, D, D ' , F, and H are about 10.1, 8.5, 
3.6, 4.7, and 8.1 percent, respectively, at the design point 
(Q/Qd = !)• The greater disk friction loss of pump A is due to 
the higher kinematic viscosity of water. The greater disk 
friction losses of pumps D and H are due to greater impeller 
backshroud tip thickness, which is necessary to make the 
profile of the balance piston orifices appropriate, as shown in 
Fig. 2. 

Adiabatic Efficiency. A typical compression process of 
cryogenic fluid is presented in Fig. 11. Enthalpy of fluid is 
given by equation (2). 

h = u+p'v (2) 

The change of enthalpy in the adiabatic compression process 
is represented by equation (3). 

dh = du+p-dv + vdp = dq + vdp (3) 

where dq is the heat generated due to various kinds of losses. 
The increases of enthalpy in the isentropic and actual com­
pression processes are represented by equations (4) and (5), 
respectively. 

i
2is 

vdp (4) 

A/!a, S
2act 

dp 

The adiabatic efficiency is represented by equation (6). 

A/*is 

Afc„, 

(5) 

(6) 

On the other hand, the ordinary efficiency is given by 
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equation (7) by neglecting both the kinetic head and the 
geodetic head. 

Ap-Q/m 
% ' • 

Ap'V 

C'io/th C'oi/rh 
(7) 

Here, the denominators of equations (6) and (7) are equal 
because they represent energy input to the pump. So, the 
difference between the adiabatic and ordinary efficiencies 
results from the numerators of equations (6) and (7), that is 
the difference between the term Ap-v and the change of 
enthalpy in the isentropic compression process. If the change 
of specific volume in the isentropic compression is negligibly 
small, it is expected that the adiabatic and ordinary ef­
ficiencies should be in good agreement. The authors would 
like to make clear this important point in order to know 
whether or not the measured adiabatic efficiency is utilizable 
for cryogenic pumps. 

Figures 12, 13, and 14 present a comparison of measured 
adiabatic efficiency and pump efficiency. Figure 12 shows the 
results of the LN2 test with pump H. Maximum discharge 
pressure was 14 MPa and maximum temperature rise of the 
pump fluid was 10.7 K. In Fig. 12, the adiabatic efficiency 

fairly well agreed with the pump efficiency. Estimations using 
equation (4) and the ordinary pump efficiency in Fig. 12 show 
that the maximum change of specific volume during the 
isentropic compression process was about 1.5 percent, which 
decreased the adiabatic efficiency by about 0.5 percent 
compared with the ordinary efficiency. However, this dif­
ference between the two kinds of efficiencies could not be 
confirmed in Fig. 12. Figure 13 shows the results of the LN2 

test with pump G. The adiabatic efficiency is 5 - 6 percent 
higher than the pump efficiency. In this test, the coolant of 
the self-lubricated ball bearings, which amounted to 4.5 
percent of the total pump fluid, was allowed to escape into the 
atmosphere. This coolant, supplied from the impeller 
discharge, passed through the balance piston orifices, cooled 
the bearings and flowed out of the pump (see Fig. 1). When 
estimating the effect of this and other resultant effect, in­
cluding mechanical and disk friction losses, on adiabatic 
efficiency, it was noted that the adiabatic efficiency shown in 
Fig. 13 must be lowered by about 6 percent in order to make a 
reasonable comparison of the two efficiencies. Consequently, 
it can be concluded that this adiabatic efficiency agreed with 
the ordinary pump efficiency within an error of a few per­
centage points. Figure 14 shows another comparison of the 
two efficiencies which were obtained by an LH2 test with 
pump D. At the design point, it was v\p =60.5 percent and -r\a 

= 62.0 percent. The discharge pressure and temperature rise 
of the pump fluid at the design point were about 6 MPa and 7 
K, respectively. When analyzing the result shown in Fig. 14, 
the effect of heat flow must be considered in addition to the 
coolant effect of about 4 percent on adiabatic efficiency 
because the pump casing insulation was not sufficient. The 
heat flow could be measured under conditions in which the 
pump rotating speed was zero, but pump fluid (LH2) flowed 
inside the pump. Assuming that the heat flow during pump 
operation was the same as that mentioned above, the effect of 
the heat flow on the adiabatic efficiency could be estimated; it 
lowered the adiabatic efficiency by 1.5 percent at the design 
point «2/<2d = l). This assumption seems to be fairly 
reasonable because the heat flow was almost completely 
determined by heat transfer at the pump casing surface, which 
was completely covered with liquid air. Therefore, the 
adiabatic efficiency shown in Fig. 14 must be lowered by 2.5 
percent ( = 4 percent - 1.5 percent). The change of specific 
volume in the isentropic compression process at the design 
point was 5.5 percent, which decreased the adiabatic ef­
ficiency by about 1.5 percent compared with the ordinary 
pump efficiency. The two efficiencies can be considered to be 
in comparatively good agreement. 

Concluding Remarks 

Several small cryogenic pumps have been made and tested 
for liquid rocket engine research and development. These 
pumps have small impellers and are characterized by high 
speed and high head. In this paper, the following two items 
were mainly described. Firstly, overall pump performance 
was compared with data available on other small pumps 
[2-4]. Secondly, adiabatic efficiency relative to cryogenic 
fluids was investigated in order to confirm its applicability to 
cryogenic pumps. Main findings in this study are as follows: 

(1) Higher pump efficiency was obtained even in the range 
of small stage specific speeds compared with previously 
reported results. This tendency was particularly remarkable 
with the two-stage centrifugal pumps. 

(2) Adiabatic efficiency which was obtained by measured 
pressures and temperatures agreed well with ordinary pump 
efficiency within an error of a few percentage points when the 
change of specific volume in the compression process was 
negligibly small. 
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Statement of Uncertainties 

Uncertainties of the head rise coefficients and the flow 
ratios are about ±0.002 and ±0.005, respectively, in Figs. 4, 
5, 6, 7, 8, 10, 12, 13, and 14. Uncertainties of the rotational 
speed and the torque are about ±0.002 and ±0.005, 
respectively. Uncertainty of the ordinary pump efficiency is 
about ±0.015 in Figs. 4, 5, 6, 7, 9, 12, 13, and 14. Un­
certainty of the temperature is about ±0.1 K. Uncertainty of 
the adiabatic efficiency in Figs. 12, 13, and 14 is about ±0.01. 
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D I S C U S S I O N 

B. Schiavello1 

The authors have presented an extensive comparison of 
performance of several small high speed pumps of low 
specific speed. The data given in the paper, including the main 
geometrical design parameters of components, i.e., inducer, 
impeller, vaneless (vaned) diffuser of the various pump 
configurations are valuable information to pump designers. 

All of this information gives a clear idea of both the 
matching of the various pump components and the 
distribution of losses in each test model and helps in analyzing 
and comparing the performance. In this regard it should be 
useful to have the values of surface roughness for vaneless or 
vaned diffuser and volute. 

It is the writer's opinion that a so-called "efficiency-chart" 
does not give physical insights on pump performance as 
related to design. Firstly, these charts are based on statistical 
data with more or less broad scattering, which prevents us 
from using them as an absolute analysis tool for pump per­
formance. Secondly, all the various charts which are 
published in the literature either correlate pump overall ef­
ficiency to: (a) specific speed and impeller diameter, (b) 
specific speed and capacity at b.e.p. (best efficiency point) 
references [1 and 3 of the paper] or correlate pump variable 
losses to specific speed and capacity [18]. This creates a 
problem since both pump efficiency and relative losses are 
nondimensional parameters which can be correlated [19] by 
the method of dimensional analysis to more than two non-
dimensional groups of parameters, e.g., specific speed («s), 
specific capacity (qs = Q/ND1

i), Reynolds number and 
relative roughness. For accurate prediction, the last two 
parameters have to be defined for each pump component. 

We should note that both pump b.e.p. capacity and im­
peller diameter are dimensional parameters, which properly 
are subject to a size scaling effect and therefore can present 
good correlation with overall efficiency for homogeneous 
families of pumps, when predominant sources of losses are 
related to wall friction. However, it should be expected that 
losses from eddy viscosity and mixing and diffusion 
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phenomena prevail in small, high speed pumps with impeller 
blades of high exit angle and high camber as well as smoothly 
finished surface, all of which are characteristic of the models 
presented in the paper. In addition, these models have high 
vane loading with consequent high secondary flow losses. All 
of these factors make the models more sensitive to Reynolds 
number than to impeller diameter, so that an efficiency chart 
based on ns and D2, as used by the authors, is not suitable to 
correlate the efficiency of their pump models. 

Another reason to suspect the application of conventional 
charts for pump efficiency by the author is related to the 
special geometry of the authors' pumps. These pumps utilize 
inducers, and, in the majority of cases, special impellers with 
a large number of short blades with high exit angles, while 
efficiency charts for the same range of ns are based on pumps 
without inducers and with impellers having a small number of 
long blades of logarithmic type and low exit angle. In any 
case, if the authors want to use efficiency charts based on ns, 
the overall efficiency should be corrected for the inducer 
efficiency and the inducer head should be excluded from the 
calculation of ns for consistency. To help the analysis, design 
values for both inducer efficiency and head should be given in 
the paper. 

In the paper, the high efficiency of pump "A" is partially 
related to a reduction of leakage flow by using small clearance 
plastic seal wear rings. It is therefore desirable that the 
authors provide values of volumetric efficiency calculated at 
17,500rpm and 12,500rpm as already calculated for disc 
friction losses. 

For pump A, the authors have calculated the ratio of disc 
friction loss to brake horsepower at two different rotational 
speeds. If we assume that the brake horsepower varies with 
co3, we find that Cm varies with Re" l /2, which corresponds to 
a flow regime with laminar separated boundary layers [20]. 
As Reynolds numbers here are higher than 106, we would 
expect turbulent flow, and therefore Cm should vary as Re 
1/4 for merged boundary layers or with Re~1/5 for separated 
boundary layers. I would like to ask the authors if they can 
give more information about the assumptions made to 
calculate the ratio of disc friction loss to the brake horsepower 
for pump A as well as pumps D, Dl, F, and H (page 11), so 
that this apparent contradiction can be understood. 
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Statement of Uncertainties 

Uncertainties of the head rise coefficients and the flow 
ratios are about ±0.002 and ±0.005, respectively, in Figs. 4, 
5, 6, 7, 8, 10, 12, 13, and 14. Uncertainties of the rotational 
speed and the torque are about ±0.002 and ±0.005, 
respectively. Uncertainty of the ordinary pump efficiency is 
about ±0.015 in Figs. 4, 5, 6, 7, 9, 12, 13, and 14. Un­
certainty of the temperature is about ±0.1 K. Uncertainty of 
the adiabatic efficiency in Figs. 12, 13, and 14 is about ±0.01. 
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vaned diffuser and volute. 
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does not give physical insights on pump performance as 
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blades of high exit angle and high camber as well as smoothly 
finished surface, all of which are characteristic of the models 
presented in the paper. In addition, these models have high 
vane loading with consequent high secondary flow losses. All 
of these factors make the models more sensitive to Reynolds 
number than to impeller diameter, so that an efficiency chart 
based on ns and D2, as used by the authors, is not suitable to 
correlate the efficiency of their pump models. 

Another reason to suspect the application of conventional 
charts for pump efficiency by the author is related to the 
special geometry of the authors' pumps. These pumps utilize 
inducers, and, in the majority of cases, special impellers with 
a large number of short blades with high exit angles, while 
efficiency charts for the same range of ns are based on pumps 
without inducers and with impellers having a small number of 
long blades of logarithmic type and low exit angle. In any 
case, if the authors want to use efficiency charts based on ns, 
the overall efficiency should be corrected for the inducer 
efficiency and the inducer head should be excluded from the 
calculation of ns for consistency. To help the analysis, design 
values for both inducer efficiency and head should be given in 
the paper. 

In the paper, the high efficiency of pump "A" is partially 
related to a reduction of leakage flow by using small clearance 
plastic seal wear rings. It is therefore desirable that the 
authors provide values of volumetric efficiency calculated at 
17,500rpm and 12,500rpm as already calculated for disc 
friction losses. 

For pump A, the authors have calculated the ratio of disc 
friction loss to brake horsepower at two different rotational 
speeds. If we assume that the brake horsepower varies with 
co3, we find that Cm varies with Re" l /2, which corresponds to 
a flow regime with laminar separated boundary layers [20]. 
As Reynolds numbers here are higher than 106, we would 
expect turbulent flow, and therefore Cm should vary as Re 
1/4 for merged boundary layers or with Re~1/5 for separated 
boundary layers. I would like to ask the authors if they can 
give more information about the assumptions made to 
calculate the ratio of disc friction loss to the brake horsepower 
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Authors' Closure 

The authors would like to express their gratitude to Mr. 
Schiaveiio for his discussions and comments to this paper. 

First of all, the measured surface roughnesses of vaneless 

diffusers, vaned diffusers and volutes were from 5 to 10 jum, 
from 3 to 5 /mi, and from 10 to 15 jim, (Rmax), respectively. 
With regard to efficiency charts, Mr. Shiavello's comments 
are well presented but Fig. 9 in this paper was also made in 
order to show that the influence of impeller diameters on 
pump efficiency was not so conspicuous with the present small 
high speed pumps. Regarding the comment of the pumps with 
inducers, design values of inducer efficiency were from 75 per­
cent to 80 percent and design ratios of inducer head to pump 
head ranged from 3.5 percent to 10 percent. Therefore, it can 
be considered that the influence of inducers on the overall 
pump performance was comparatively small. The calculated 
volumetric efficiency of pump A was about 95 percent. With 
disk friction loss calculations, Cm was calculated with R~'/s. 
The ratio of calculated disk friction loss to brake horsepower 
for 17,500 rpm of pump A was not 8.7 percent but 9.4 percent. 
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A Numerical Study of Pulsed 
Turbulent Pipe Flow 
A numerical study of fully developed turbulent pipe flow due to a sinusoidally 
varying {with respect to time) axial pressure gradient was carried out using a 
nonlinear three-dimensional model. Pseudospectral methods were used to solve the 
model equations. The pulsation frequency was characteristic of the wall region 
eddies in steady turbulent flow. Attention was focused on the viscous wall region, 
and it was found that the mean profiles of axial velocity, fluctuation intensities, and 
turbulence production rate were essentially the same as in steady flow. The fluc­
tuation intensities and the turbulence production rate showed a definite phase 
relationship to the pressure gradient. The turbulence production rate was the largest 
at the time in the pulsation cycle at which the largest adverse pressure gradient 
existed. 

1 Introduction 

The objective of the present study was to determine the 
effect of sinusoidal flow pulsations on turbulence structure 
and momentum transport. We were motivated, in part, by the 
experiments of Mizushina et al. [1, 2] who observed a 
resonance between the generation of turbulence and applied 
pulsations for sufficiently large pulsation frequencies. In 
addition, Lemlich [3] has suggested that high frequency 
pulsations might increase heat transfer rates significantly even 
for nonreversing flows. 

The results to be reported were obtained by solving a three-
dimensional, nonlinear model of turbulent pipe flow using 
pseudospectral techniques. We have previously used the 
model to study steady turbulent flow (see references [4, 5]) 
and we found good agreement with experimental results for 
the rate of production of turbulence as well as the intensities 
of fluctuating quantities. The model was modified to include 
a sinusoidally varying external pressure gradient superim­
posed on a steady external pressure gradient. The period of 
the pulsations was 100 in wall units (unit equal to v/u^2, 
where the symbols v and wt are defined in the nomenclature) 
and the amplitude of the oscillations in the bulk velocity was 
50 percent of the time averaged bulk velocity. 

The choice of the pulsation period was motivated by the 
experiments of Hogenes and Hanratty [6] who found that the 
characteristic time scale associated with wall eddies is roughly 
100 in wall units. In addition, Bakewell and Lumley [7] and 
Sirkar [8] have found that the median period of velocity 
fluctuations in the viscous wall region scales on wall variables 
and is equal to 110. 

In our model the flow pulsations were imposed through a 
sinusoidally varying axial pressure gradient. The ensemble 

average1 of the dimensionless2 axial pressure gradient was 
expressed as 

- dP/dX= G s+Pampcos(27rr/rp) (1) 

where Gs is the pressure gradient associated with steady flow, 
P a m p is the amplitude of the pressure pulsations, and Tp is the 
time period of pulsations. In Fig. 1 we show a plot of 
- dP/dX as a function of the pulsation phase angle (2irt/Tp). 
For the calculations to be reported, the amplitude of the 
oscillatory part of the pressure gradient was approximately 
400 times larger than the steady part. 

2 High Frequency Behavior 

At sufficiently high frequencies of pulsation the time taken 
for an eddy in the middle of the pipe to turn over would be 
larger than the time period of pulsations. Consequently, the 
turbulence in the middle of the pipe cannot respond to the 
pulsations. Brown et al. [9] termed this "frozen viscosity" 
(FV) behavior and experimentally determined the frequency 
range for FV behavior to be 

S/Re>0.1 (2) 

Contributed by the Fluids Engineering Division for publication in the JOUR­
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division, March 27, 1984. 

where S = Q,R2/v, Q is the angular frequency of pulsations, R 
is the radius of the pipe, and Re is the Reynolds number based 
on the bulk velocity and the diameter. 

By assuming the typical eddy size in the middle of the pipe 

1 The ensemble average is defined as: 

N-\ 
f{t) =(l/N) ]T] /(r + 2™//7». 

n = 0 

When the frequency of pulsations is comparable to the frequency of turbulence 
fluctuations the ensemble average is more meaningful than the time average. 

2 In our model all variables are made dimensionless with the so-called wall 
variables, v and u , where v is the kinematic viscotity and u% is the friction 
velocity. The unit of length is v/ut and the unit of time is vlu^ . 
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Table 2 Grid points in the vertical direction 

Grid Point Z 

o )0 180 270 

PHASE ANGLE 
(DEGREES) 

Fig. 1 Ensemble averaged axial pressure gradient in pulsed flow 

Table 1 Relationship between inner and outervariables 

Re Z R Z/R 

10.000 34.1 316 0.108 

30,000 34.1 827 0.041 

60,000 34.1 1520 0.022 

100,000 34.1 2370 0.014 

to be equal to the radius of the pipe and comparing the eddy 
turnover time to the time period of pulsations, Reddy [5] 
estimated the frequency range for FV behavior to be 

Tp <R (3) 

For 104 < Re < 105, the estimates given by (2) and (3) are 
about the same. 

The FV condition implies that the axial velocity in the 
middle of the pipe and the pressure gradient are 90 deg out of 
phase because of the fact that, for high frequencies, the ex-
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ternally imposed acceleration dominates the nonlinear and 
viscous terms everywhere except the vicinity of the wall and, 
therefore, the pulsating component of the axial velocity can 
be estimated from 

dUp/dt = Pampcos(2irt/Tp). (4) 

Reddy [5] carried out a series of computations using a one-
dimensional model of pulsed flow. He found that if the 
frequency was chosen to satisfy (2) (or (3)) the computed 
phase shift, except very near the wall, was 90 deg and the 
amplitude of the oscillations in the axial velocity was equal to 
that calculated from equation (4). 

In Table 1 we show the values of R at various Reynolds 
numbers. All our calculations were made at Re = 60,000 and 
Tp = 100 and therefore the flow was in the frozen viscosity 
regime. 

3 Description of the Model 

Our model focuses on the wall region which extends be­
tween Z = 0 and Z = 30 to 50, where Z is the dimensionless 
vertical distance measured from the wall. We were especially 
interested in studying the interaction between the imposed 
pulsations and the turbulence in the wall region. Furthermore, 
since we are in the FV regime the turbulence far from the wall 
cannot respond to the pulsations. Also, in summarizing 
previous experimental work on oscillating flows Simpson et 
al. [10] report that outside the wall region the turbulence 
structure is unaffected by the imposed oscillations. In Table 1 
we show the values of Z/R for Z = 50 as a function of 
Reynolds number. Since the thickness of wall region at Re = 
60,000 is only a small fraction of the radius we neglected 
curvature and used a Cartesian coordinate system. In this 
system the y-axis points in the spanwise direction and the Z-
axis is perpendicular to the wall. 

Periodic boundary conditions were imposed in the axial and 
spanwise directions and the dimensionless repetition lengths 
were chosen to be 630 and 135, respectively. These values were 
chosen from the experimental results of Morrison et al. [11] 
and are further discussed by McLaughlin et al. [4]. 

In order to save computer time and storage, the following 
reflection symmetry in the spanwise direction was imposed on 
the velocity field: 

U(X, Y,Z,t) = U(X, - Y,Z,t) (5a) 

V(X, Y,Z,t) = - V(X, - Y,Z,t) (5b) 

W(X, Y,Z,t) = W(X, - Y,Z,t) (5c) 

The disadvantage of the reflection symmetry was that it in­
troduced an unphysical spanwise dependence into the time 
averages. When computing time or ensemble averaged 
quantities we also averaged with respect to X and Y. The 
average with respect to Y removed the spanwise dependence 
that was introduced by the reflection symmetry and the 
average with respect to Ximproved the statistics. It should be 
noted that our time and ensemble averages were essentially 
independent of X. 

In order to obtain good vertical resolution near the wall, we 
used Chebyshev polynomial expansions in a transformed 
variable, f, which is defined as 

f = ( Z - Z , „ ) / ( Z + Z,„). 

The value of Z„, was chosen to optimize the grid spacing. In 
all our calculations Z,„ = 9.75 which gives a high con­
centration of grid points in the vicinity of Z = 10 where the 
production of turbulence is highest. In Table 2 we show the 
values of Z at various grid points. It can be seen that the 
resolution far from the wall is very poor and in fact is larger 
than the Prandtl mixing length. In order to compensate for 
the poor resolution, the following extra condition was im­

posed on the horizontally (with respect to X and Y) averaged 
axial velocity: 

<U>= (2.41n(Z) +b)(\ + Uampsm(2irt/Tp)) ,Ze<Z<R 

(6a) 

<U> = Uoa(l + Uampsm(2Trt/Tp)) ,R < Z < <x (6b) 

where < > denotes an average over X and Y will be used as 
such in the rest of the text, and [/„ = 2.41n(i?) + b. The 
conditions in equations (6a) and (6b) guarantee that, outside 
the viscous wall region, the horizontally and time-averaged 
velocity will be a good approximation to the experimental 
profile and that the bulk flow oscillations will have the desired 
amplitude. We set Ze = 34.13 and, using a one-dimensional 
model, Reddy confirmed that for Z > 34.13 equation (4) was 
satisfied. 

In all our calculations we used 16 grid points each in the 
axial and spanwise directions, and 17 grid points in the 
vertical direction. McLaughlin et al. [4] showed that this 
provided adequate resolution. 

Since all quantities were made dimensionless using wall 
variables, we must impose the following condition for con­
sistency: 

<TdL7dZ>lz = 0 = l (7) 

where the double overbar indicates a long time average over a 
number of pulse cycles. The constant b in equation (6a) was 
determined by an iterative procedure such that equation (7) 
was satisfied. It was found to be equal to 7.03. The condition 
in equation (7) follows from a force balance between the time 
average force due to the external pressure gradient and that 
due to the wall shear stress. 

The Navier-Stokes equation and the equation of continuity 
are given by 

dV/dt = V X co- (dP/dX)X-VU.+ V2\ (8) 

V-V = 0 (9) 

where V = (U, V, W) is the velocity field, co = V x V is the 
vorticity, IT = p + (1/2)(V«V), p is the fluctuating com­
ponent of the pressure, dP/dX is the ensemble averaged axial 
pressure gradient given by equation (1), and ^ i s a unit vector 
in the X direction. In our model the velocity field was 
assumed to satisfy equations (8), (9), the extra conditions 
given by equations (6), and the reflection symmetry given by 
equations (5). The following boundary conditions were 
imposed on the velocity field: 

V (AT, 7,0,0 = 0 (10a) 

Y(X,Y,ooj) = ( [ ^ ( 1 + I/ampsin(2x//rp)),0,0) (\0b) 

V(X+j\x,Y+k\,Z,t) = V(X,Y,Z,t) (10c) 

for all integer values of j and k 

where Xx and X̂  are the repetition lengths in the axial and 
spanwise directions. 

In order to satisfy the periodic boundary conditions, the 
velocity field was represented by a Fourier series in the 
horizontal directions, and as mentioned earlier a Chebyshev 
series representation was used in the vertical direction: 

V(X,Y,Z,t) 

= Li Ls £ ) Y(I,m,n,t)exp{i(laX+mpY)}T„({) 
N.. Nv n = 0 

l / l < — l i n k — 
2 2 (11) 

where Nx, NY, and Nz + 1 are the number of grid points in 
the axial, spanwise, and vertical directions respectively, a = 
2TT/\X, /3 = 2-Kl\y, and the expansion coefficients, V(/, m, n, 
0, are referred to as the representation of the velocity field in 
spectral space. In our calculations it was more convenient to 
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use a mixed spectral (in X and Y) — physical (in Z) 
representation which is obtained by carrying out the sum­
mation over the n index in equation (11): 

\(X,Y,Z,t) 

= h L \(l,m,Z,t)exp{i(laX+m(3Y)}. 
Nx N 

1/1 < l m l < — 
2 2 (12) 

From here on a ~ overline will be used to denote a mixed 
spectral (in X and Y) — physical (in Z) representation. The 
initial condition for the pulsed flow runs was specified by 
time-evolving a steady flow (no oscillatory pressure gradient) 
for 300 wall time units and then turning on the oscillatory 
pressure gradient. All of the Fourier components except / = 
m = 0, I /1 = I m I = 1, and I /1 = 1, I m I = 2 were zeroed at 
the beginning of the steady-flow run. At the end of a time 
equal to 300, the steady-flow run had reached a statistical 
steady-state in which all of the Fourier components (except 
those for I/I = 8 or \m\ = 8 which were zeroed on each time 
step) were nonzero and no spatial symmetry other than the 
imposed spanwise reflection symmetry was detectable. Our 
estimate of the time transient for the steady-flow run is based 
on instantaneous horizontal averages of flow variables such 
as the x-component of the wall shear stress as well as short 
time averages over time intervals of length 100. 

4 Solution Procedure 

A modified version of a splitting method described by 
Orszag and Kells [12] was used to calculate the time evolution 
of the velocity field. The splitting method entails a fractional 
time stepping procedure. In the first step the velocity field is 
calculated by including only the V x u and dP/dX terms. In 
the second step the VII term is added and the II field is 
calculated by demanding that the velocity field satisfy con­
tinuity. An invsicid boundary condition is imposed on the 
velocity field in the second step. In the third (final) step the 
V2V term is added and the boundary conditions at Z = 0 and 
Z = oo are imposed. The solution procedure is very similar to 
that described by McLaughlin et al. [4] and only the main 
features are discussed in this paper. The details of the 
procedure can be found in a thesis by Reddy [5]. 

4.1 First Fractional Step. In this fractional step, we solve 
the equation 

d$/dt+UA(Z)dV/dX=F+UA(Z)d$/dX (13) 

where V is the velocity field at the end of the first fractional 
step, F = V x co - (dP/dX)X, and the term, 
- UA (Z)d\/dX, is subtracted from both sides of the 
equation in order to reduce convective instability (see Orszag 
and Kells [12] and Reddy [5]). 

UA(Z) = UL(\ + Up),Z<Ze 

UA(Z) = <U>,Ze<Z<oo 

where <U> is given by equations (6), UL is Laufer's [17] 
mean profile, and 

Up = real part of — / £/amp {1 - cosh[(l + i) 

(^7,7fp)(Ze~Z)]/coshl(l+i)(^Tr/Tp)Ze])exp(i2Trt/Tp). 

The expression for Up is the solution derived by Lamb [13] for 
a pulsating laminar boundary layer. Though Lamb's solution 
is strictly valid for laminar flow it worked quite satisfactorily 
in our case and we were successful in eliminating the con­
vective instability. An Adams-Bashforth-Crank-Nicholson 
scheme was used to solve equation (13): 

o 
o 

Fig. 2 Horizontal and time averaged axial velocity in pulsed flow ( ) 
compared with steady flow (....) and Laufer's [17] data 
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Fig. 3 Horizontal and time averaged fluctuation intensities of the 
three components of velocity in pulsed flow ( ) compared with 
steady flow (....) and Laufer's [17] data, u(0) , v( A ) , w{ x) 

§ 

Fig. 4 Horizontal and time averaged production rate of turbulent 
kinetic energy in pulsed flow ( ) compared with steady flow (....) and 
Laufer's [17] data 

\J+, = [ V, + (3/2)Fy - (l /2)Fy_, + (ilaUA (Z) /2)(2VJ - V,-_,) ] 

/{\+{ilaUA(Z)/2)M\ (14) 

where the subscripts denote time steps. 
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o 
o 

' j t l ••VJ + !-Atvtlj + 1. (15) 
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Fig. 5 Horizontal and ensemble averaged axial velocity for 0 < Z < 
34.1 
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Fig. 6 Horizontal and ensemble averaged fluctuation intensity of the 
axial velocity for 0 < Z < 34.1 
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Fig. 7 Horizontal and ensemble averaged fluctuation intensity of the 
spanwise velocity for 0 < Z < 34.1 

4.2 Second Fractional Step. In the second fractional step, 
we include the effects of pressure. 

The^ II field is calculated by imposing incompressibility 

onV / + , . 

V 2 n , + 1=(l/A0V.fJ + 1 (16) 

subject to 

dUJ+t/dZ\z=0 = dUJ+l/dZ\z=„=0 

After calculating the II field the velocity field is calculated 
from equation (15). 

4.3 Third (Final) Fractional Step. Finally, we consider 
viscous effects. By treating the V2V term implicitly using the 
Euler backward method we get 

Vy + i - (V 2 V y + 1 )Af=V; + 1 (17) 

For details concerning the evaluation of the spatial derivatives 
and the solution procedure for equations (16) and (17), the 
reader is referred to McLaughlin et al. [4] and Reddy [5]. 

In our calculations we used a time step (At) equal to 0.5. 
McLaughlin et al. [4] reported that the results obtained with 
At = 0.25 were virtually identical to those obtained with At = 
0.5. 

If the parameter Uamp = 0 and the steady-flow pressure 
gradient is used, the algorithm for the pulsed flow runs 
reduces to that used for the steady flow runs. 

5 Results 

The parameters used in this study were: Xx = 630, X̂ , = 
135, Nx =NY = NZ = 16, Tp = 100, Uamp = 0.50, and At 
= 0.5. In all calculations we used fifteen cycles of pulsation to 
compute the averages. This was sufficient since the averages 
computed over a lesser number of cycles were virtually the 
same. 

Recently, Tu and Ramaprian [14, 15] and Shemer and Kit 
[16] reported experimental measurements in sinusoidally 
pulsed turbulent pipe flow. Unfortunately, we could not 
compare our results with their data. Tu and Ramaprian [14, 
15] did not report measurements for Z < 70. Also, the highest 
pulsation frequency in their experiments was about an order 
of magnitude smaller than that used in the present study. 
Shemer and Kit [16] carried out their experiments using low 
frequency and low amplitude pulsations at very low Reynolds 
numbers (< 10,000). Their investigation was aimed at 
identifying a quasi-steady regime in pulsating flow while our 
flow was well into the FV regime. 

In Figs. 2, 3, and 4 we compare the horizontal and time 
average of the axial velocity, fluctuation intensities of the 
three components of the velocity, and the production rate of 
turbulent kinetic energy to steady flow and Laufer's [17] data. 
The production rate was computed as 

<Pr > = < UW> <dU/dZ> (18) 

where the right-hand side is the average over a pulsation cycle 
of the product of the ensemble average Reynolds stress and 
the ensemble average velocity gradient. The profiles shown in 
Figs. 2, 3, and 4 are about the same for steady and pulsed flow 
and are in reasonably good agreement with experiment. The 
largest discrepancy between the calculated steady flow results 
and the corresponding experimental results occurs for the 
spanwise intensity. This discrepancy is probably primarily due 
to the spanwise reflection symmetry which forces the spanwise 
component of velocity to vanish at an infinite number of 
uniformly spaced points in the spanwise direction. The 
discrepancies between the calculated and experimental results 
increase with distance from the wall, and this is ascribable to 
the poor spatial resolution at large distances from the wall. 
The average wall shear stress in pulsed flow was only 3% 
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Fig. 8 Horizontal and ensemble averaged fluctuation intensity of the 
vertical velocity forO < Z < 34.1 
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Fig. 10 Horizontal and ensemble averaged velocity gradient, dU/dZ, at 
Z = 9.75 
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Fig. 9 Horizontal and ensemble averaged Reynolds stress, UW,aiZ 
9.75 

higher than in steady flow which indicates that there was a 
negligible enhancement in momentum transport. The in­
tegrated production rate for 0 < Z < 34.1 was 4.50 in steady 
flow and 4.40 in pulsed flow. 

In order to determine the phase relationship between the 
flow variables and the pressure gradient, the ensemble average 
of the horizontally averaged flow variables was computed. In 
Fig. 5 the ensemble and horizontal average of the axial 
velocity for 0 < Z < 34.1 is plotted as a function of the 
pulsation phase angle. The phase lag between the axial 
velocity and the pressure gradient is determined by comparing 
Figs. 1 and 5. For Z > 34.1 the phase lag is known to be 90 
deg since it was imposed through equations (6). For Z < 34.1 
the phase lag decreases with decreasing Z. This is to be ex­
pected since viscous effects become important close to the 
wall. At Z = 0.095, which is the grid point closest to the wall, 
the phase lag is about 50 deg. 

In Figs. 6, 7, and 8 the ensemble and horizontal average of 
the fluctuation intensities are plotted as a function of the 
pulsation phase angle. It can be seen that the fluctuation 
intensities do show a dependence on the phase angle. When 
compared to Fig. 1, they are almost in phase with the pressure 
gradient. This implies that the turbulence is stronger during 
the part of the pulsation cycle when a favorable pressure 
gradient exists and weaker during the part of the cycle when 
an adverse pressure gradient exists. 

z 
o 

0 90 180 270 360 

PHASE ANGLE 
(DEGREES) 

Fig. 11 Horizontal and time averaged production rate of turbulent 
kinetic energy at Z = 9.75. The dotted line is a scaled form of the 
pressure gradient. 

A more important quantity to investigate is the ensemble 
averaged rate of production of turbulent kinetic energy since 
it will lead to a direct understanding of the phase relationship 
between the turbulence production and the imposed 
pulsations. The ensemble average of the horizontally averaged 
rate of production of turbulent kinetic energy was computed 
as 

<Pr> = <UWxdU/dZ>. (19) 

In Figs. 9 and 10 the Reynolds stress, < UW> , and the 
velocity gradient, <dU/dZ>, at Z = 9.75 are plotted as a 
function of the pulsation phase angle. The grid point, Z = 
9.75, was chosen since the time average of the turbulence 
production rate was the highest at this point (see Fig. 4). The 
phase relationship between the Reynolds stress and the 
pressure gradient is similar to that of the fluctuation in­
tensities. The velocity gradient, however, shows quite a 
different phase relationship to the pressure gradient. The 
production rate given by equation (19) is the product of Figs. 
9 and 10. It is shown in Fig. 11 as a function of the pulsation 
phase angle. The dotted line in Fig. 11 is a scaled form of the 
pressure gradient. The production rate is at its maximum 
value when the pressure gradient is at its minimum. The 
maximum value is about 15 percent larger than the production 
rate in steady turbulent flow. Also, the production rate is 
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larger than the mean value during the entire duration of the 
adverse pressure gradient which suggests that the adverse part 
of the pressure gradient enhances the rate of production of 
turbulent kinetic energy. A non-sinusoidal pulsation may in 
fact increase the mean production rate and we plan to in­
vestigate this in the future. 

6 Conclusions 

Our numerical simulation of pulsed turbulent pipe flow 
indicates a negligible change in momentum transport despite 
the fact that a large pulsation amplitude was used and the 
frequency was in the frozen viscosity regime. This result 
would appear to cast doubt on Lemlich's [3] speculation that 
heat transfer rates can be significantly enhanced by pulsing at 
high frequencies. On the other hand, we found that the en­
semble averaged fluctuation intensities and turbulence 
production rate showed strong phase dependence. One of the 
more striking results was that the production rate was largest 
during the part of the pulsation cycle when an adverse 
pressure gradient existed. 
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Inviscid Shear Flow Analysis of 
Corner Eddies Ahead of a Channel 
Flow Contraction 
The steady rotational flow of an inviscid fluid in a two-dimensional channel toward 
a sink or a contraction is treated. The velocity distribution at upstream infinity is 
approximated by a linear combination of uniform flow, linear shear flow, and a 
cosine curve. The combinations were adjusted to simulate flows ranging from 
laminar to turbulent. Vorticity is assumed conserved on streamlines. The resulting 
linear equations of motion are solved exactly. The solution show the dependence of 
the corner eddy separation and reattachment onflow geometry and approach flow 
vorticity and velocity distribution typified by a shape factor. 

Introduction 

When a viscous fluid flows in a channel or pipe toward an 
abrupt contraction eddies form in the corners immediately 
preceding that contraction. The shape of the corner eddies 
and their upwind extent are said to be functions of the upwind 
profile, viscosity, and the state of the fluid (laminar or tur­
bulent). Yet, surprisingly, viscosity is not required to 
reproduce the phenomenon of separation and reattachment! 
This paper will examine a variety of inviscid flow con­
figurations during which corner eddies appear in a two 
dimensional channel flow contraction and relate the size of 
the eddy to different descriptors of the approach flow. 

Because of the complex nature of separation dynamics 
realistic theoretical models including exact solutions for the 
separation flow are limited. There is an extensive literature on 
well separated flows about bluff bodies and subsequent wake 
development (Wu, 1972; Thwaites, 1960). To produce 
realistic flow patterns most analyses depend upon 
measurements to specify undefined base pressure, 
prespecification of separation or reattachment points, and 
almost all are limited to uniform or linear velocity gradient 
approach flows (Kiya and Arie, 1972; Frenkiel, 1961). 
Numerical solutions for more general profiles of inviscid 
shear flow over boundary obstructions have been performed 
by some authors (Taulbee and Robertson, 1972; 
Bouwmeester, Meroney, and Sandborn, 1978), but they are 
not exact and can suffer from numerical empericism. 

An interesting exception is the solution obtained by Yih 
(1959) for the inviscid shear flow of a cosine velocity profile in 
a two dimensional channel flowing into a corner sink. The key 
to an exact solution of the inviscid shear flow problem is to 
find a flow where the vorticity is a unique function of the 
streamline along which it is convected (Taulbee and 
Robertson, 1972). In such a situation no singular surfaces 
occur in the flow, but the solution are unlikely to represent 

exactly the corresponding flow of a real fluid even at large 
Reynolds number. (As noted by Yih (1959) this is part of the 
penalty for ignoring viscous forces entirely in the search for 
an exact analytic solution.) Nonetheless the flow exterior to 
the corner eddy is strikingly similar to those in front of actual 
separation bubbles (Pande, Prakash, and Argarwal, 1980; 
Good and Joubert, 1968; Robertson and Taulbee, 1969; or 
Bradshaw and Galea, 1967), and the similarity justifies 
further examination of such exact solutions. 

Two-Dimensional Channel Flow Into a Line Sink 
In this section we shall consider steady two-dimensional 

flow in a long channel with half-width equal to unity ter­
minating in a wall with a symmetrically placed line sink, with 
the centerline of the channel as the x-axis extending in the 
negative x direction. 

Let ip be Lagrange's stream function, then the equation 
governing steady two-dimensional inviscid flow is the Poisson 
equation or 

d2J/ d2^ 

v2^= —4 + —4 =-M) (i) dx2 
dy2 

Contributed by the Fluids Engineering Division for publication in the JOUR­
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division, September 27, 1983. 

where —fi.il/) represents the vorticity and depends on the 
stream function alone. Ideally the velocity far upstream 
would be parabolic or logarithmic to represent the movement 
of a laminar or turbulent flow respectively in a long channel. 
Unfortunately the use of such profiles would make equation 
(1) nonlinear and preclude a simple solution. Instead we shall 
use a linear combination of uniform flow, a linear shear 
gradient, and a cosine distribution to create various 
nonuniform profiles. In terms of the centerline velocity Umm 

the dimensionless upstream profile is then 

U/Umax = u0 + K0i\ -y) + 2(1 - u0 -K0/2)cosiiry/2)/ir (2) 

which vanishes at the walls (y = ± 1) and is maximum at the 
centerline. The corresponding dimensionless stream function 
far upstream is 
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Fig. 1 Upstream velocity profiles, uniform plus cosine profiles 

= u0y + K0(y~y2/2) 

+ (\~u0-K0/2)sin(Tvy/2) (3) 

such that at the walls (y= ± 1) the values are ± 1 . The vor-
ticity function is then linear and equal to 

M) =-K0- (TT/2)2(1 - u0 -K0/2)sm(wy/2) 

Note that for consistency u0 + K0/2 < 1 is required. 
The boundary conditions on equation (1) are 

(i)v^ = equation (3)asx oo. 

(ii) \p = ± 1 for y = ± 1, and 

(iii) i /-=±l for^gOand.v = 0. 

Solution of equations (1) to (5) by the method of separation 
of variables yields 

(4) 

(5) 

t = u0y + K0(y-y2/2) + (l ~K0/2)sin(Try/2) (6) 

+ 2^ Cl„sin(/!7r>>) exp (nwx) 

' ' ' "'' 
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Fig. 2(a) Channel flow into a sink, u0= 0.0, - u 0 = 2.47 
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Table 1 Influence of flow variables on separation and 
reattachment 

UQ KQ — OJQ H Xs yr 
1.00 
0 
0 
0.25 
0.50 
0.75 
0.25 
0.50 
0.75 
0.38 

0 
2.00 
0 
0 
0 
0 
1.50 
1.00 
0.50 
1.24 

0 
2.00 
2.47 
1.85 
1.24 
0.62 
1.50 
1.00 
0.50 
1.24 

1.000 
0.333 
0.376 
0.483 
0.619 
0.784 
0.425 
0.555 
0.735 
0.490 

0 
— Co 

— CO 

-0.51 
-0 .23 
-0 .06 
-0 .42 
-0 .18 
-0.04 
-0 .32 

0 
0.40 
0.40 
0.33 
0.20 
0.04 
0.28 
0.13 
0.03 
0.20 

+ YJ C2nsin(«7ry)exp((rt2 - 1 /4)Vl irx) 
n = \ 

which satisfies boundary condition (i) and (ii), and the values 
of C\„ and C2„ are determined by Fourier expansion to 
satisfy boundary condition (iii) such that 

CI„ = (2u0 +K0)/(mv) + 2KQ(cos(mr) - l)/(mr)i 

and 
(7) 

C2„=2(l -AT0/2)(1 +cos(mr)/(4«2 - 1))/(«TT). 

Equations (6) and (7) are the solution. The series solution 
has been evaluated out to sufficient terms such that the stream 
function is known to five significant places for different 
values of u0 and K0. Figure 2(a) and 2(b) are typical derived 
flow patterns for the half channel. 

The stream function is specified to vary between - 1 to +1 

across the channel, but the flow may be distributed in a 
variety of profiles. Figure 1 suggests a possible set of profiles 
resulting from combinations of uniform and cosine functions. 
Alternatively, uniform and ramp functions were used. The 
dashed lines are parabolic and l/7th power law profiles 
typical of laminar and turbulent channel flow distributions. 
Each profile is characterized by the magnitude of the slip at 
the wall, u0, and the wall vorticity, u0. In addition one can 
characterize the velocity distribution by a displacement 
thickness, 8*, and a momentum thickness, 6, which may be 
combined into a shape factor ratio, H= 0/5*, where 

5 * = ! o ( t / " •U)dy/Umax, and (8) 

e=\i
ou(unm-u)dy/u

2
m 

Nomenclature 

C\„ = Fourier coefficient in in­
finite series 

C2„ = Fourier coefficient in in­
finite series 

f{\}/) = vorticity function 
h = height of corner of con­

traction 
h' = half width of contraction 
H = shape factor 

U, 

K0 

n 

U 
1 
max 
"o 

x,y 

= gradient of linear shear 
profile 

= summation index in infinite 
series 

= velocity 
= velocity at y = 0 
= slip velocity 
= Cartessian coordinates 

Xs 

yr 

* 
8* 

e 
wo 

distance of separation point 
from corner 
distance to reattachment 
point from corner 
stream function 
displacement thickness 
momentum thickness 
vorticity at wall, y= 1 
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Table 1 summarizes cases examined in this paper. Two 
flows are considered which maintain the same wall vorticity 
but different values of slip. Similarly one sees equal values of 
slip but different wall vorticity. 

The size of the corner eddy is its most significant charac­
teristic; hence, the distance to separation from the corner, xs, 
and the location of the reattachment point, y,., are also 
tabulated above. The variation of these variables with shape 
factor, slip velocity, and wall vorticity are plotted in Fig. 3. 

As slip velocity approaches one, shape factor approaches 
one, or as vorticity decreases the corner eddy disappears. The 
rate of diminishing is not exactly the same for the various 
combinations of uniform, ramp and cosine flow, but they are 
very similar. As slip velocity decreases, shape factor 
decreases, and wall vorticity increases the reattachment point 
moves toward a value y = 0.6 (yr = 0A), but the separation 
point moves to — oo. In the inviscid approach it appears a 
finite value of slip velocity is necessary to develop a finite 
separation point, xs. Taulbee and Robertson (1972) also 
emphasized that the point of separation must be closely 
associated with the assumption about u0. Indeed they con­
clude the entire inviscid flow field is sensitive to the choice of 
ua. 

Two-Dimensional Channel Flow Into a Contraction 

In this section we will examine the effect of enlarging the 
hypothetical line sink into a finite width contraction. The new 
channel half width, h', may vary from 0.0 to 1.0. The channel 
contraction will confine the streamline pattern and result in 
larger exit velocities. When the contraction is abrupt the 
velocity profile will flatten and the flow will tend to separate 
at the corner. Since we will prespecify the exit profile the 
details of the post contraction eddy may not be realistic; 

nonetheless, the upstream corner eddy and flow field should 
be similar to measurements. 

An exact solution can be obtained for two realistic exit 
profiles. The exit profile may be specified uniform such that 
Ux=0/(Umax)x= -oo = 1/h' • Alternatively the exit profile can be 
a partial cosine shape with slip at the outer wall, i.e., 
Ux=Q/(_Um^)x=_„ = Tr/2 cos(^/2)/sin(7r/!'/2). Neither of 
these profiles require that vertical velocities in the x = 0 plane 
be zero (see Fig. 4). 

Solutions for the contracted channel case can also be 
produced for an infinite combination of uniform, ramp, and 
cosine function upstream profiles. Since the sink solutions did 
not produce any unique perturbation resulting from the use of 
the ramp (linear shear flow) term the following solutions are 
limited to combinations of uniform and cosine profiles. As in 
the previous section the governing equations are (1) through 
(4), but with K0 set to zero. The new boundary conditions for 
the uniform outlet flow case are 

(i)i/< = equation (3) as x— - oo (9) 

(ii)V' = ± 1 for y = ± 1, and 

(iii)^ = y/h' f o r - / ; ' <y<h', or 

= + 1 for h <y < 1, or 

= - 1 for - 1 < y < - h'. 

The final solution for the stream function is then 

t = u0y + (1 - u0)sin(Try/2) (10) 

oo 

+ 2^ Cl„sin(/77ry)exp(«7TA-) 

7 1 = 1 

Oo 

• + 12 C2» sin(-n T>')exp((«2 - !4)Vl nx), 
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Fig. 4 Typical upstream and exit profiles for channel contractions, h ' = 2/t 
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where 

Cl„ = 2u0sm(mrh')/(n2ir2h'), and 

C2n = 2(l-u0)(sm(mrh')/(mrh') 

+ cos(«7r)/(4«2 - l))/(«7r). 

The final solution for stream function is the same as 
n l) equation (9), but the Fourier coefficients are 

C\„ = 2u0/(nir)(cos(mrh')-4n2 cos (mrh')/(4n2 - 1) 

+ 2 sin (mrh') cos (irh'/2)/(4n2 - l)/sin(x/i V2),and 

(13) 

Similarly the new third boundary condition for the partial C2„ = 2(1 - u0)/(mv)(cos(mrh') + COS(«TT)/(4« - 1) 

cosine velocity profile outlet case is -4n2cos(mrh')/(4n2 - 1) 

(hi) i/- = sin(7T//2)/sin(ir/!'/2), for -h'<y<h',or (12) + 2« sin(«7r/!') cos (TT/J ' /2)/(4/J2 - l)/sin(7r/i'/2)). 

= +1 for h'<y<\,or Equations (10) and (11) and equations (10) and (13) are the 
= _ 1 for - l<_v < - / ; ' . solutions for channel flow into a contraction with uniform 
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" 0 

Table 2 
Outlet 
Profile 

Influence of contraction on separation and reattachment 
H h xs/h -coo yr/h 

0 
0 
0 
0 
0.10 
0.25 
0.50 
0.75 
1.00 
0 
0 
0 
0 
0.15 
0.15 
0.15 
0.15 
0.25 
0.25 
0.25 
0.25 

unif. 
unif. 
unif. 
unif. 
unif. 
unif. 
unif. 
unif. 
unif. 

cosine 
cosine 
cosine 
cosine 
cosine 
cosine 
cosine 
cosine 
cosine 
cosine 
cosine 
cosine 

2.47 
2.47 
2.47 
2.47 
2.22 
1.85 
1.24 
0.62 
0.00 
2.47 
2.47 
2.47 
2.47 

10 
10 
10 
10 
85 
85 
85 

1.85 

0.376 
0.376 
0.376 
0.376 
0.417 
0.485 
0.619 
0.784 
1.000 
0.376 
0.376 
0.376 
0.376 
0.439 
0.439 
0.439 
0.439 
0.485 
0.485 
0.485 
0.485 

1.000 
0.500 
0.363 
0.200 
0.363 
0.363 
0.363 
0.363 
0.363 
1.000 
0.500 
0.363 
0.200 
0.500 
0.363 
0.200 
0.100 
1.000 
0.500 
0.363 
0.200 

-1.21 
-1.61 
-0.25 
-0 
0.00 

-1.17 
-1.15 
1.06 

-0.98 
-1.51 
-0.74 
-0.73 
-0.62 

0.40 
0.59 
0.58 
0.42 
0.52 
0.39 
0.15 

~0 
0.00 
0.40 
0.61 
0.64 
0.66 
0.52 
0.53 
0.57 
0.51 
0.33 
0.44 
0.46 
0.40 

-2.5 
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•1.5 

x s /h 
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Fig. 7 Variation of separation distance and reattachment distance with profile parameters, h' = 21« 

and partial cosine output profiles respectively. The series 
solution has been evaluated out to sufficient terms such that 
the stream function is known to at least five significant places 
for different values of u0. Figures 5 and 6 display derived flow 
patterns for the half channel. As before the stream function is 
specified to vary between - 1 to +1 across the channel, but 
the flow may be distributed in a variety of profiles. Table 2 
summarizes cases examined in this paper. Of interest is the 
relative location of the separation and reattachment points 
relative to the step height, h. 

The size of the corner eddy and its variation with shape 
factor, slip velocity, and wall vorticity are plotted in Fig. 7 for 
a fixed size contraction. As slip velocity approaches one, 
shape factor approaches one, or vorticity decreases the corner 
eddy disappears. As slip velocity decreases, shape factor 
decreases, and wall vorticity increases the reattachment point 
moves toward a value of yr/h near 0.6, but the separation 
point moves to - °o. 

Alternatively one can examine the variation of eddy size for 

fixed approach profile as the size of the contraction changes 
profiles. As the value of h' increases (or h decreases) it 
requires a larger number of terms from the series to produce a 
stable result. In general, the corner eddy occupies a larger 
proportion of the corner as the step increases. 

It would be most interesting to compare the results 
developed here to experimental measurements or other 
analyses. Unfortunately most previous measurements up­
stream from a forward facing step are for relatively thin 
boundary layers developing independently from a con­
straining opposite wall (Bradshaw and Galea, 1967; Good and 
Joubert, 1968, Robertson and Taulbee, 1969; Pande et al., 
1980). Some authors discuss measurements for large steps in 
channels but discuss downstream behavior only (Foss, 1962; 
Emery and Mohsen, 1968). 

As noted by most authors, maximum pressures in the 
corner occur at the reattaching streamline. The separation 
bubble usually extends about one step height upstream and 
extends up about 60 percent on the upstream face of the 
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Fig. 9 Pressure distribution on forward facing step wall, U Q = 0 . 1 5 , 
h = 0.1 to 0.5, cosine flow outlet 

contraction. Surface presssures upstream of the contraction 
on the channel wall begin to increase about 10 step heights 
upstream of the plate and become maximum on the corner. 
The pressure distribution displays a double maximum - one at 
separation, a decrease to reflect corner eddy velocities, and a 
second maximum on the wall (Bradshaw and Galea, 1967; 
Good and Joubert, 1968; Taulbee and Robertson, 1972). 
Sizeable back flow velocities were noted in the corner eddy 
during the present calculations. Foss (1962) mentioned a 
similar phenomenon during his channel flow measurements, 
but for the unconfined step most authors found eddy 
velocities were one-third or less in magnitude than the main 
stream velocities. Thus, whereas Taulbee and Robertson 
(1972) and Good and Joubert (1968) observed only about ten 
percent variation in the upstream face pressure coefficients 

over the bottom sixty percent of the corner, the more confined 
corners exhibited large pressure deviations as the contraction 
size varied. Good and Joubert (1968) noted that the pressure 
distribution flattened as the step height decreased, and the 
same behavior is seen in the exact channel flow contraction 
calculations (See Figure 9). 

Taulbee and Robertson (1972) also observed that for thin 
boundary layers approaching tall steps choice of the wall 
vorticity and slip velocity did not seem crucial when predicting 
experimental measurements by numerical inviscid shear 
calculations, but that a large near wall vorticity seemed 
necessary to produce a corner eddy when the boundary layer 
to step height ratio became large. During the exact 
calculations considered here the corner eddy generally 
disappeared as the wall vorticity decreased. 

Conclusions 

This paper is concerned with deducing features of the 
corner eddy which forms in two-dimensional channel flow 
contractions from exact solutions of inviscid shear flow 
models for the flow motions. Corner eddy shapes are 
calculated for a line sink and various channel contractions 
when the upstream flow varied from uniform to a cosine 
shape. The separation distance from the corner is a direct 
function of the assumed slip velocity. The reattachment point 
occurred at 0.4 to 0.6 of the distance from the corner to the 
edge of the contraction. 
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Calculation of the Mean Flow Past 
Circular Cylinders by Viscous-
Inviscid Interaction 
A method for the calculation of the mean flow past smooth circular cylinders is 
presented and evaluated. It utilizes an iterative procedure that couples a boundary-
layer calculation method, by which the location of separation and the displacement 
thickness are predicted, and a new two-parameter irrotational-flow model, which 
predicts the pressure distribution. The displacement effect of the boundary layer is 
explicitly taken into account in the irrotational-flow model. The location of 
separation, drag coefficient, and pressure-distribution parameters are predicted at 
Reynolds numbers as high as 10s. The results are compared with experiments in the 
subcritical and the supercritical flow regimes and with empirically developed design 
criteria for cylindrical structures at high Reynolds numbers. 

1 Introduction 

Information from the flow around circular cylinders is 
often used to predict the loads on engineering structures such 
as ocean pipelines, offshore-platform supports, bridge piers, 
smoke stacks, and cooling towers. The available information 
is primarily experimental and limited to Reynolds numbers 
less than 107. On the other hand, prototypes often operate at 
Reynolds numbers as high as 108. Therefore it is necessary to 
seek methods for the prediction of the basic flow parameters 
at high Reynolds numbers. 

Although considerable advances have been made in the 
numerical solution of the complete Navier-Stokes equations 
for the flow past bluff bodies, the results are restricted to 
laminar flow at low Reynolds numbers. Extensions to higher 
Reynolds numbers are costly and present severe numerical 
problems. The alternative approach, which seeks numerical 
solutions of the Reynolds-averaged Navier-Stokes equations 
for turbulent flow, also involves excessive computing times 
and suffers from uncertainties in turbulence modeling, 
particularly in the region of separated flow. A practical and 
faster alternative is to develop an inviscid model that 
represents the most important features of the real flow. All 
such models involve some free parameters, usually the 
separation location and the base pressure, which have to be 
determined from other considerations. The existing models 
are briefly reviewed and a new model which takes explicit 
account of the boundary layer is presented. This is then 
combined with a boundary-layer calculation method, 
described earlier [1], to predict the key parameters associated 
with the mean flow around a cylinder over a range of 
Reynolds numbers. 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the Joint Applied Mechanics, 
Bioengineering, and Fluids Engineering Conference, Albuquerque, New Mex., 
June 24-26, 1985. Manuscript received by the Fluids Engineering Division, 
October 12, 1983. Paper No. 85-FE-l. 

2 Irrotational-Flow Models 

The idea of modeling real flows past bluff bodies with an 
equivalent irrotational flow is not new. It has been the subject 
of many previous investigations. 

Models which assume steady flow fall into one of three 
categories: (a) free-streamline models using conformal 
mapping, (b) surface-singularity models, and (c) free-
streamline models with surface and wake singularities. In all 
of these, the flow field is decomposed into three sub-regions, 
namely the boundary layer on the body, the wake, and the 
flow exterior to the boundary layer and wake. The models 
differ primarily in their treatment of the wake region. 
Examples and discussions of potential-flow models in 
categories (a) and (b) can be found in [2]-[ll]. In what 
follows, attention will be focussed on the more recently 
developed models in category (c). However, a brief account of 
the model of Parkinson and Jandali [5], which is of type («), is 
useful since it was employed in the early stages of the present 
work. 

Parkinson and Jandali [5] took a simple approach to 
specify the location of the free streamlines. They used two 
symmetric surface sources on the body in the wake region, 
with images at the center. The location and strength of the 
sources were found by satisfying some auxiliary conditions. 
The purpose of the sources is to model the effect of the wake 
region on the potential flow. The influence of the boundary 
layer and that of the flow between the separating streamlines 
is ignored. The position of separation and the base-pressure 
need to be prescribed. Gu'ven [6] has made extensive com­
parisons with experiments on circular cylinders. His results 
indicated rather poor agreement between the theory and 
experiments, especially in the pressure-rise region, except in 
the case of cylinders with distributed roughness in the 
supercritical regime. Some calculations made by the authors 
also confirmed this conclusion (see Fig. 3). 

Free-streamline models with surface and wake singularities 
(category c) assume that the vorticity in the wake is con­
centrated in relatively thin shear layers. The rotational wake is 
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simulated by a pair of vortex sheets whose positions are not 
known a priori. Two typical studies in this category are those 
of Pullin [12] and Dvorak et al. [13]. Pullin presented a 
modified Riabouchinsky model, in which the wake is replaced 
by two variable-strength vortex sheets which are captured by 
an identical image obstacle, forming a closed wake bubble. 
The flow in the wake bubble was assumed to be inviscid and 
rotational with constant vorticity. This leads to a two-
parameter model, involving the wake-bubble length (i.e., 
distance between the body and its image) and the base-
pressure coefficient. Satisfactory results for flat plates were 
presented, but pressure distributions for circular cylinders 
have not been mentioned. A similar model has been in­
troduced by Dvorak et al. The vorticity on the streamlines is 
assumed constant and equal to the value it attains at the 
separation point. The separating streamlines are allowed to 
develop freely, and their position is found by an iterative 
procedure. This method assumes an initial shape of the vortex 
sheets, finds the vorticity distribution which will satisfy the 
prescribed normal velocity condition on the body, finds the 
new free streamlines corresponding to the previous singularity 
distribution, and the procedure is iterated. Neither a con­
vergence criterion nor the details of the numerical method are 
available. However, applications of the program developed 
by Dvorak et al. to the case of a circular cylinder showed that 
the results were greatly dependent on the wake fineness ratio 
which defines the wake length. This is a free parameter in the 
method and must be prescribed. 

The models mentioned above are all steady, insofar as they 
treat only the mean flow past bluff bodies. When the time 
development of the flow about an impulsively started bluff 
body, or the vortex shedding behind it, is to be modeled, 
unsteady-flow equations must be solved with proper initial 
conditions. In modeling the vortex shedding behind circular 
cylinders, recently developed discrete-vortex models have 
gained popularity (see for example, Deffenbaugh and 
Marshall [14], Sarpkaya and Schoaff [15]). The principles, 
advantages and disadvantages of these models were described 
in detail by Sarpkaya and Schoaff. Such models also involve 
free parameters which have to be adjusted to ensure 
agreement with experiments. Also, calculations have thus far 
been restricted to the subcritical regime (Re :£ 105), 
presumably due to difficulties in passing through the critical 
regime or prescribing the initial conditions for the super­
critical regime. 

The foregoing review indicates that all irrotational-flow 
models involve some free parameters which have to be 
prescribed either from experiments or other considerations. 
The objective of the present study is to utilize boundary-layer 
theory to provide at least a part of this information so that the 
empirical inputs are minimized. Preliminary attempts at 
incorporating the influence of the boundary-layer 
displacement effects in the popular model of Parkinson and 
Jandali [5] had to be abandoned due to rather poor prediction 
of the pressure distribution beyond the pressure minimum (see 
Fig. 3), which is of critical interest in the calculation of the 
separation points. A new model, somewhat similar to that of 
Dvorak et al., was therefore developed. This is described 
below. 

3 The New Irrotational-Flow Model With Boundary 
Layer Effects 

3.1 Basic Assumptions. The real separated flow past a 
circular cylinder is approximated by the following assump­
tions (see Fig. 1(a)): 

(i) The flow field is steady. 
(ii) The boundary layer and the free shear layer are suf­

ficiently thin, so that they can be represented by vortex 
sheets. The vorticity in the shear layer and in the 

Fig. 1 Definition sketches; (a) mathematical model, (6) notation for 
integral equations 

boundary layer is assumed to be concentrated on the 
free streamline emerging from the separation point and 
on the body contour, respectively. 

(iii) The wake bubble has negligible vorticity. 
(iv) The vorticity strength on the free streamline is con­

stant, at least in the near wake. 
(v) There are stagnation points just downstream of the 

separation points on the body. 
(vi) The influence of the boundary layer ahead of 

separation is represented by a source distribution on 
the surface such that the normal velocity is 

v{6)=^-{2Ue6VD) (1) 
ad 

where 6 is the angle measured from the rear stagnation point, 
5* is the boundary-layer displacement thickness, Ue is the 
tangential velocity (outside the boundary layer), and D is the 
cylinder diameter. v(ff) is assumed to be negligible beyond 
separation. 

3.2 Governing Equations and Solution. The above 
assumptions and boundary conditions pose a Neumann 
problem, the solution to which can be constructed by a system 
of singularity distributions composed of a source distribution 
m(ff) and a vortex sheet y(d), on the circle, a vortex sheet of 
constant strength yw on the shear layers, and a uniform 
stream of unit velocity V0 = 1. The source distribution can be 
found to satisfy the inhomogeneous boundary condition vr = 
v, and the vortex distribution can be determined such that the 
following conditions are satisfied: 

(a) The normal velocity on the circle is zero. 
(b) At the separation point, the vorticity is conserved, i.e., 

Js — Jw + yd, where s and w refer to the upstream and 
downstream sides of the separation point on the ex­
terior, and d refers to the downstream side in the in­
terior. 

(c) The tangential velocity at dd from the vortex 
distribution is equal and opposite to that of the source 
distribution (assumption (v) of Section 3.1). 

The velocity at point / in the r-direction due to a unit source 
element and in the ^-direction due to a unit vortex element, at 
point p, in polar coordinates is given by (see Fig. \(b) for 
notation) 

G(p,t)= d^p^- =[/-,-r/,cos(fll,-e()]//fl, (2) 
dr, 

The boundary condition given by equation (1) can be satisfied 
by a source distribution m{6,) on the circle given by the in­
tegral equation 
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•Km{e,) + \2; m{6q)G{q,t)ddq = v{6t) (3) 

Condition (a), which is equivalent to assuming that the fluid 
within the circle is at rest, yields the integral equation for the 
vortex sheets on the circle and the free streamlines: 

- T T W + C 7(<7)[G(<7,0 -G'(C/' ,t)]ddq 

• ( 4 ) 

+ Q y(p)[G(p,t) - G{p' ,t)]dsp - sine, = 0 

where G(p',t) = G(rp, -0p,t) andsp is the arc length at point 
p. This vortex distribution does not disturb the required 
outflow v(8) at the circle, but the source distribution does 
contribute to the tangential velocity on the circle. 

Since G(q,t) = G(q' ,t) = 1/2 on the circle, and y = yw = 
constant on the curve (p0, /?,), equations (3) and (4) reduce to 

m+M=v/ir 

or 

m = (v-v/2)/ir (5) 

and 

7T7 + sin0, — 7,VQ = 0 (6) 

respectively. Here M and v are the mean values of m and v, 
defined as 

M= - \ *m(8)dd,v = - \ \(8)dB (7) 
•K Jo ir Jo 

and Q is a wake influence function, which depends only on the 
geometry of the vortex sheets in the wake, defined as 

Q(S,) = Q [G(A0-G{p',t)]dsp (8) 

At the stagnation point, we have us = —2iryd and hence 
condition (ii) gives 

7,v = 7, + ",/27r (9) 

where us denotes the tangential velocity on the circle due to 
the source distribution. Equation (8) at 8 = 6S and equation 
(9) can be used to obtain 

ys = (.2smds-usQs/ir)/2(Qs-w) (10) 

yw = (2smds-us)/2(Qs-ir) (11) 

Thus, given the location of the vortex sheet in the wake, the 
complete source and vortex distribution can be obtained from 
equations (5)-(ll). The total tangential velocity on the circle, 
in particular, is given by 

[/= -sind + u + iry + ywQ 

(u t-2sin(L)Q 
= -2sin0 + M + ^ ^ (12) 

(T-QS) 
by equations (6) and (11). The first term on the right is the 
velocity due to the uniform stream, the second term is due to 
the boundary-layer displacement effect, and the third term is 
the combined effect of the boundary layer and the wake. 

3.3 The Wake Length Parameter. Thus far, the positions 
of the vortex sheets have been assumed to be known. Since, 
initially, the streamlines emanating from the separation 
points are not known, the calculations must be started with a 
guess and the locations of the vortex sheets must be deter­
mined iteratively. Preliminary calculations with simple 
polynomials indicated that a second-degree curve (see Celik 
[16]), r = r(8), gives rapid convergence. The boundary 
conditions of Section 3.1 require that the separating free 
streamlines must be tangent to the surface. Furthermore, due 
to a constant vorticity distribution (see assumption (iv), 
Section 3.1) on the vortex sheets, the streamlines must be 
terminated at some distance in the far wake although, in 
reality, the vorticity strength should decrease to zero' far 
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downstream. Thus, the constant-vorticity model requires the 
introduction of a wake-length parameter, w,, which can be 
regarded as the effective wake length that represents the 
influence of the whole wake on the pressure distribution on 
the cylinder. The present model therefore involves two 
parameters, namely the separation angle 6S and the wake 
length wh The former can be determined from boundary-
layer calculations and the latter is determined by a trial-and-
error procedure to match the calculated minimum pressure 
coefficient, Cpm; with a prescribed experimental value. In 
terms of the parameters 6S and wh the second-degree curve in 
8 is given by 

r = (w,-lW-Os)
2/e2, + l (13) 

The successive shapes of the streamlines are found by step­
wise integration of the streamline equation with the initial 
condition: r - 1 at 8 = ds. The new streamlines are calculated 
up to x = wt and they are not allowed to cross the vortex 
sheets since, if a streamline crosses a vortex sheet at a point 
where the local vorticity strength is nonzero, it can be 
deduced, from velocity considerations, that the streamline is 
refracted. 

Thus, the pressure distribution on the cylinder can be 
determined iteratively, given the location of the separation 
point and the experimental value of the minimum pressure 
coefficient. Initial wake lengths chosen between 1.5D and 3D 
give rapid convergence. In the calculation of the new 
streamlines, singular or sharply peaked integrals are en­
countered. The singularities or the peaks can be eliminated as 
described by Celik [16]. 

3.4 Boundary-Layer Calculations and Overall Iterations. 
The information needed for the calculation of the source 
distribution from equations (1) and (5), and the location of 
separation has to be obtained from boundary-layer 
calculations. These, in turn, require the pressure distribution 
on the cylinder. Thus, the complete solution involves an 
iterative scheme which may be summarized as follows: 

(a) Given Re and corresponding Cpm, take an initial guess 
for <k(=Tr-0,). 

(b) Determine the pressure distribution from the 
irrotational-flow model. 

(c) Calculate <5* and <j>s using the boundary layer method. 
(d) Repeat steps (b) and (c) until some convergence 

criterion is satisfied. 

The boundary-layer development is calculated using the 
method described in Celik and Patel [1]. This uses the 
numerical scheme and turbulence model of Cebeci and Smith 
[see 17] including the influence of surface curvature and low 
boundary-layer Reynolds numbers and empirical correlations 
for transition. 

The overall iteration procedure converges quite rapidly 
provided the initial value of 4>s is larger than the final con­
verged value. The convergence is slow in the supercritical 
regime and no convergence is obtained in the subcritical 
regime if the initial guess is lower than the experimentally 
observed values. Therefore, <j>s - 125° has been chosen for all 
calculations since it is larger than the values observed in all 
flow regimes except the critical regime. Since the latter is 
characterized by the presence of unstable separation bubbles, 
which the boundary-layer method cannot handle, calculations 
have not been performed in the critical regime. 

3.5 The Base Pressure. The jump in the nondimensional 
total pressure head, H, across the vortex sheet is 

AH=Ui2~U0
2 (15) 

where ."/" and " o " denote the interior and exterior sides of 

the vortex sheet, U is the tangential velocity, made non-
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Fig. 2 Calculated wake shapes; (a) iterations, (b) converged solutions 
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Fig. 3 Comparison of the present method and Parkinson and Jandali 
Method; Experiments: v-Murphy [21], o-Achenbach [19], A-Celik[16] 

Fig. 4 Predictions in the subcritical regime. Experiments: o-
Achenbach [19], A-Giiven et al. [20], v -Murphy [21]; calculations 
(with or without displacement effects). 

dimensional with the stream velocity V0. With 2irys = U„ — 
Uh equation (15) reduces to 

Af l -=47r 7 , (7 r T s - t / 0 ) (16) 

Note that, because of assumption (iii) of Section 3.1, the total 
head must be constant in the wake bubble. Since the exterior 
flow is also irrotational, AH must be constant along the 
vortex sheets, contrary to assumption (iv) of Section 3.1. 
Nevertheless, since only a model of the real flow is con­
sidered, we shall allow AH to vary, and take its mean value as 
a constant total-head jump. That is 

A / /=47r T j 0r 7 s - U0) (17) 

In the calculations, the variation of U0 from its mean was 
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Fig. 5 Predictions in the supercritical regime, o-experiments, 
calculations (without displacement effects). 

O EXPERIMENTS, 
CEUKI16] 

Fig. 6 Predictions on a cylinder with trip wires. Calculations: 
without displacement effects, C p m = 1.1(Cpm)exp ; with 
displacement effects C p m = (C p n , ) e x p . 

about ± 20 percent. The base pressure coefficient, Cpb, is 
then given by 

4 Model Verification 

Cpb = l-U1+Mi (18) 

The performance of the boundary-layer calculation method 
has been evaluated earlier [1] by comparisons with the 
available experimental data on circular cylinders. This aspect 
of the present method will not therefore be considered fur­
ther. 

Figure 2(a) shows the changes in the position of the vortex 
sheet during different wake iterations discussed in Section 3.3. 
The convergence criterion for these iterations was one percent 
difference between the calculated and prescribed values of 
Cpm. The final positions of the vortex sheets at two 
representative Reynolds numbers, one each in the sub- and 
super-critical regimes, are shown in Fig. 2(b). It is interesting 
to note that the shape of the separation streamline in the 
subcritical case agrees quite well with that determined from 
Cantwell and Cole's [18] measurements of the mean 
streamlines in the wake. However, it should be noted that the 
line calculated by the model represents the mean location of 
the separated shear layer rather than a physical streamline 
demarkating the wake bubble. 

The results of the present irrotational-flow model, with and 
without boundary-layer displacement effects, are compared 
with those obtained with the model of Parkinson and Jandali 
[5] in Fig. 3. All experimental data shown here and later have 
been corrected for blockage. The same separation position is 
assumed in both models. However, the present model uses the 
minimum pressure coefficient whereas that of Parkinson and 
Jandali uses the base pressure. This is evident from the 
comparisons. We note that the present model gives a much 
better representation in the region of the pressure rise, a 
feature which is essential for the calculation of the boundary 
layer and the prediction of separation location. The small 
kinks in the neighborhood of the separation point in the 
present method arise due to the assumption of a constant 
total-head difference AH across the vortex sheet. 

Figure 4 shows a comparison with the pressure distributions 
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Fig. 7 Experimental correlation of C p m 
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Fig. 8 Predicted base pressure coefficients 

measured by several investigators [19-21] on nominally 
smooth cylinders at Reynolds numbers in the subcritical 
regime. Calculations in this regime indicated that the 
boundary-layer displacement effect is negligible, presumably 
because the laminar boundary layer remains thin all the way 
up to separation. Figure 4 shows that the pressure distribution 
is predicted satisfactorily although the calculated base-
pressure coefficient is somewhat lower. However, the drag 
coefficients calculated by integrating the predicted pressure 
distributions agree with the experimenal values within three 
percent. 

A similar comparison is made in the supercritical-flow 
regime with the high Reynolds number data of Achenbach 
[19] in Fig. 5. Here again the agreement is satisfactory. 
However, in this regime, the inclusion of the boundary-layer 
displacement effects leads to an approximately 10 percent 
decrease in the magnitude of Cpm (from that used in the wake 
iterations) and an increase in the magnitude of the base-
pressure coefficient. Thus, in calculations without 
displacement effects, a 10 percent higher value is chosen for . , A, , _ . 
Cpm to demonstrate the displacement thickness effect (Fig. 6). experimental scatter Also, matching of Cpm ensures that the 

RECOMMENDED DESIGN 
CURVE FOR Cd by 
HOVE and SHIH|23] 

1 EXPERIMENTAL SCATTER 
OF C, 

6.0 6.5 7.0 
log.0 Re 

Fig. 9 Predicted C^, 0S ,and 0 ( r . Experiments: o, o -James et al. [22]. 

here since it is easily defined and it contains the smallest 

The data were obtained by Celik [16], who studied the 
possibility of simulating supercritical flow at lower Reynolds 
numbers by fitting trip wires on a smooth cylinder. This 
particular case is chosen since the boundary layer develop­
ment downstream of the trip wires was also measured. The 
calculations with the displacement thickness utilized laminar-
flow calculation up to the wire and measured values beyond 
the wire so that any uncertainty in the turbulent boundary-
layer calculation method is avoided. The effect of including 
the displacement thickness is clearly seen and the im­
provement in the agreement between the predicted and the 
measured pressure distribution is particularly noteworthy. A 
similar calculation for the case shown in Fig. 5 should also 
lead to an improvement in the base-pressure prediction. 

5 Model Predictions 

The irrotational-flow model described above and the 
boundary-layer calculation procedure of Celik and Patel [1] 
were combined, as discussed in Section 3.4, to predict the 
major mean-flow parameters over a range of Reynolds 
number in the sub- and supercritical flow regimes. The only 
parameter required to complete the inputs, namely Cpm, was 
obtained from the correlation of experimental data from 
several sources made by Giiven et al. [20]. The variation of 
Cpm with Re is shown in Fig. 7 along with the scatter band. In 
order to continue the predictions beyond the largest Re for 
which data have been obtained, this correlation was ex­
trapolated as shown. It should be noted that a parameter 
other than Cpm, for example Cpb, could have been chosen in 
the irrotational-flow model. However, C„„, has been used 

boundary-layer development in the important pressure-rise 
region is calculated realistically. 

The results of the calculations in the Reynolds-number 
ranges 4.0 X 104 < Re < 1.6 X 105 and 1.6 X 106 < Re < 
1.0 x 108 are presented in Figs. 8 and 9. Also shown in these 
figures are: (a) scatter bands of the available experimental 
data on the base pressure, Cpb, and the drag coefficient, Cd, 
(b) the recent data of James et al. [22] on the separation angle, 
4>s, and the drag coefficient, and (c) a "design" curve for Cd 

recommended by Hove and Shih [23] for OTEC cold-water 
pipes on the basis of their evaluation of the experimental data 
from various sources. The data of James et al. are identified 
separately since they were obtained with the smallest relative 
surface roughness and, as discussed in [20] and [22], the 
scatter in the previous data is believed to be due to differences 
in the effective surface roughness. As noted earlier, all the 
data presented here have been corrected for blockage effects. 

Figure 8 shows that the predicted base pressure is somewhat 
lower than the mean of the experimental data. However, it lies 
within the scatter of the data. From Fig. 9 it is evident that the 
calculated separation angles and drag coefficients are in good 
agreement with the data of James et al. The excellent 
agreement between the predicted drag coefficient and the 
design curve of Hove and Shih is particularly noteworthy and 
may be regarded as a theoretical verification of the empirical 
correlation. The fact that the calculated values lie at the lower 
end of the scatter band of the previous data, as in the case of 
the base pressure, appears to be due to unknown surface 
roughness effects in the earlier experiments. The calculated 
upstream shift in the location of transition, 4>,r, in the 
supercritical flow regime also appears to be reasonable. 
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6 Concluding Remarks 

A new two-parameter irrotational-flow model, which takes 
into account the displacement thickness of the boundary 
layer, has been proposed and evaluated by comparison with 
experimental data. The boundary layer effect has been shown 
to be important in the supercritical flow regime. This is 
presumably due to the rapid thickening of the boundary layer 
in the extensive pressure-rise region in this regime. 

In the early stages of this research, it was hoped to obtain 
the two model parameters by coupling the irrotational-flow 
model with a boundary-layer calculation procedure, and thus 
develop a model that would not require any empirical inputs. 
Unfortunately, the limitations of the potential-flow model 
with regard to the prediction of the complex real structure of 
the wake precluded the determination of a wake length 
parameter which, in turn, could be related to the base pressure 
or the minimum pressure coefficient. However, the location 
of separation could be predicted with some degree of con­
fidence and therefore the complete solution procedure 
requires the specification of only one parameter. The 
calculations presented here utilize experimental values of Cpm, 
and therefore the results suffer from uncertainties in this 
parameter. The predictions for the high Reynolds numbers 
should therefore be regarded with some caution since they are 
based on an extrapolation of the correlation for the minimum 
pressure coefficient. 

Finally, we note that the present calculations continue to 
show a Reynolds-number dependence even up to Re = 108 

and do not indicate a Reynolds-number independent flow 
regime which has been conjectured on the basis of ex­
perimental information. This may of course be due to the way 
in which the available minimum pressure-coefficient data has 
been extrapolated (Fig. 7) to high Reynolds numbers. Another 
possible reason may be the increasing influence of surface 
roughness with increasing Reynolds number, which is not 
considered in the model. It would therefore be of interest to 
modify the boundary-layer method to incorporate roughness 
effects to study its influence as the Reynolds number is in­
creased. 
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Turbulent Flow of Incompressible 
Mixtures1 

The spatial nonuniformities and the interactions between the components determine 
the flow behavior of multicomponent systems. A space/time averaging approach of 
the governing equations modeling these factors is presented in this paper. It is 
defined for a weighted averaging volume whose size is related to the local scale of 
turbulence. Numerical solutions for concentration and velocity distributions are 
obtained using integral finite volume techniques. The predictions are comapred 
with good results to multi-species particle slurry flows inpipelines. 

Introduction 
The hydraulic handling of bulk materials of broad size 

distribution (coal, limestone, etc.) is widely applied in mining, 
chemical and other industrial processes. Despite the large area 
of application, the known models do not complete satisfy 
either the scientific rigor or engineering needs for numerical 
predictions. Increases research activities have been oriented in 
this domain in the last few years. 

This paper presents a model for the turbulent flow of multi-
species particle suspensions, in which a new set of equations is 
derived using a space/time averaging approach. The model 
assumptions are valid for large particles and high con­
centrations (up to 70 percent of maximum packing con­
centration), when particle-particle interactions are important. 

The temporal nonuniformities in single phase turbulent 
flows are shown in the mean flow equations using time 
averaging. The Reynolds stresses appear in this way in 
momentum equations and have predominant values com­
pared to the viscous stresses. To express the spatial 
nonuniformities in multicomponent flows it is also necessary 
to average the governing equations by volume. As the time 
averaging yields terms showing new qualitative effects, so the 
space averaging is expected to reveal not only quantitative 
changes of the nonlinear terms but also some new qualitative 
aspects of the component interactions. 

The formulation of the governing equations for 
heterogeneous flow has been done either by considering each 
phase separately with corresponding interaction terms, by 
assuming a continuum medium with averaged field quan­
tities, or by using volume averaging (see Soo, 1967; 
Whitaker, 1973; Hestroni, 1982). The local volume averaging 
procedure for multiphase systems may be performed in 
various ways related to the specific flow conditions (for 
porous media Slattery, 1967; for fluidized beds, Anderson 
and Jackson, 1967; for boiling, Vernier and Delhaye, 1968, 
etc.). In this paper we discuss an averaging approach 
specifically for multicomponent turbulent flow. 

Paper presented at the 4th International Symposium on Turbulent Shear 
Flow, Organized by NSF/ONR/USAF/ASME, Karlsruhe, 1983, pp. 12.1-12.8. 

Contributed by the Fluids Engineering Division for publication in the JOUR­
NAL OF FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering 
Division, October 11, 1983. 

The spatial nonuniformities in multi-species particle flow 
are reflected in the random distributions of the flow com­
ponents, as well as in particle cluster formation in shear 
suspension flows. The spatial nonuniformities strongly affect 
the non-linear terms in the equations of motion. To analyze 
the multicomponent flows, we suggest a weighted averaging 
for a local volume whose dimensions are related to the length 
scale of turbulence. The weighted averaging is appropriate 
since it is known that the spatial cross-correlations in tur­
bulent flow decrease with the space interval. For steady-state 
turbulent flow the instantaneous point equations are averaged 
only over the weighted averaging volume. The computation of 
the component velocities and concentrations is performed 
using an appropriate integral finite volume technique. The 
results are compared with a large set of experimental results 
considering one to five species of particles (of size d < 13 
mm) flowing with water in various pipes (rectangular, circular 
D = 40-495 mm). 

In the space allowed by this paper we detail aspects related 
to the momentum equation and concentration calculation. 
The eddy-diffusivity used for concentration calculation was 
obtained from a transport equation (one-equation model). 

Composed Averaged Equations 

The local volume averaging for differential equations has to 
be performed in agreement with the averaging of the quan­
tities used in the equations. A typical situation occurs when 
the temporal averaged measurement of the considered 
quantities is taken over a prescribed volume or surface. This is 
the case for the velocity measurements reported later in the 
paper. Another situation occurs when the time dependent 
flow is analyzed using the instantaneous spatial averages in 
the equations. In this case the averaging space is related to the 
flow conditions. Sometimes, the volume averaging may be 
considered to improve the continuity and differentiability of 
the variables. The spatial averaging has a supplementary 
meaning and computational significance when finite volume 
techniques are employed. All these situations are covered by 
the weighted average by volume proposed in the sections 
which follow. 

Alternatively, to calculate the instantaneous point variables 
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one must use the time dependent equations with a very fine 
grid compared to the length scale of turbulence and a small 
timestep. This approach has been tested only for single fluid 
flow in small domains and proved to be very expensive and 
thus without immediate practical interest. 

Space/Time Averaging Approach. Let us consider a 
flowing mixture of N solid components in an incompressible 
fluid. The space/time average of a function / for the Kth 
component at a position r and time t is: 

I (• t + AT/2 

fK = Jf)^r/2
<^t)>^<f{r't)>K'dt (1) 

where: 
<a(r,t) >K = bulk space averaged concentration for the^Tth 

component 
<f(t,t) > K = intrinsic space average of/ for the Kth com­

ponent 
AT = averaging time interval 

The volume averaging for the Kth component is weighted 
by the Eulerian cross-correlation for velocities ^ ( i j - r ) , 
which gives a measure of the influence of flow parameters at £ 
on the flow parameters at r (Fig. 1): 

RKU-T) = Vk(r)-Vktt) 
^VkW-VkW 

(2) 

where 
^A- (•"), K£ (£) = instantaneous fluctuating velocities of the Kth 

component at r and f, respectively. 
If the same lump of fluid, or the same turbulent eddy, in­
volves both points r and £, theRK{% - r) = l.URK (£ - r) 
= 0 no interaction between the turbulence parameters at £ 
and r occurs. It is well known that in turbulent flows the 
largest eddies may have dimensions close to the characteristic 
length of the flow domain. A global measure of the cross-
correlations RK{i- - r) is the mixing length AK. 

The intrinsic volume averaging off about r is: 

</(r,f) >*= f M,t)-Ktt,t)-RKVi-r)'dv/ 
J Ay 

L Ktt,t)*RK{S-r).dv 

(3) 

= instantaneous local value of/ 
= averaging volume, about r (Fig. 1(a)) 
= position vector for an interior point in Ay 

1 if component Presides at (£, /) 

where: 

M,t) 
Av 
i 

K($,t) 
0 otherwise 

RK(i~r) = spatial cross-correlation, defined in (2) 
The averaging volume should be taken as a domain large 

enough to contain large scale turbulent eddies. In usual 
situations only an ellipsoid with the main axes equal to the 
mixing lengths around r may be sufficient (at solid boundaries 
RK is very small or approaches zero). 

The bulk space average of concentration about r is: 
<a(t,t)>K 

= [ K{U)'RKVi-r>dv/\ RK(Z-r)-dv (4) 
J Ay J Av 

The first integral is the weighted averaging volume over the 
Kth component, the second - over all the components. 

By using this averaging approach (1) one can take into 
account the spatial non-uniformities which affect the flow 

R K ( £ - 0 = Const. 

i 

j R K ( f - r ) - K ( f , t ) 

iVT^? / R K(C- r ) -K (€ , t ) -ds 

Fig. 1 Averaging volume (Av) 

behavior at a point, including cluster formation and 
macroturbulent structure. The volume averages (3) and (4) 
can be used if data on the spatial cross-correlationRKCi ~ r) 
and particle distributions K(^, t) are available. Such data can 
be obtained using various experimental techniques (three 
dimensional camera, Graham et al., 1982; laser apparatus, 
Lee and Durst, 1982) or from analytical or numerical 
simulations. Since there are fewer data on volume integrals we 
present here a conversion from the weighted space integrals to 
weighted time integrals. 

From Volume Averaging to Time Averaging. There are two 
reasons to replace the space with time integrals: (1) it is easier 
to measure the time variations at a point (Eulerian descrip­
tion), (2) the mathematical schemes already used for time 
averaging are available. 

In an isotropic turbulent flow about a position r the sur­
faces of equal RK (£ - r) are spherical, and the averaging 
volume An may be taken as a sphere. When the turbulence has 
an anisotropic character the averaging volume should be an 
ellipsoid, bounded by a surface of constant cross-correlation 
(2). The presence of solid walls may produce an asymmetrical 
surface of constant RK (£ - r). When the sheared flow has a 
predominant direction, so has the averaging volume. A 
simplified approach is to employ a volume defined by A^, 
without weighting function RK (Roco, 1983). 

Let us consider the stream tube passing through r, which 
should be along the largest semiaxis of the averaging ellipsoid. 
The initial integrals on Ar from (3) and (4) are replaced by 
integrals on stream tubes Av' = AA• As (Fig. \(b)), assuming 
the same spatial nonuniformity occurs on both averaging 
volumes Av, Av'. Changing the variable At = As/VK we 
obtain from (3): 

i t + A(/2 
f(T,T)>K(T,T)-RK(T-t)-dT/ 

I-&I/2 

\ 

/ + A//2 

It-At/2 

where: T=\£-T\/VK 

K(T,T)>RK(T-t)-dr (5) 
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in which £ and r are on the same stream tube, and VK is the 
mean velocity of the Kth component; 

Rjc(r-t)--
VkV)>VK(t-T) 

VKU)2 

is the Eulerian time correlation: 
[> t+&tn 

K(r,T)-RK(T-n-dT=ZK-<a(r,t)>K 

(6) 

(7) 

in which ZK is the Eulerian time scale for the Kih component. 
The averaging formla (5) is specific for turbulent flow, 

when all K = \,Ncomponents are in motion. If at least one 
component is at rest (VK —• 0) the variable change Av — At is 
no longer recommended and the previously defined formula 
(3) should be used. 

The interval of time At can be approximated by different 
formulae defining the time scale of turbulence, or by taking 
VK equal to the mean velocity scale. This approximation is 
acceptable because the differences will be in domains where 
RK(T — t) « I. The averaging (5) can directly be applied 
determining At by iteration. It should be noted that formula 
(5) may be employed to define constitutive equations for 
typical flow situations, when all instantaneous and mean flow 
indices are either measured, or determined analytically or 
numerically by independent means. 

Close to the wall, in the boundary layer, At takes finite 
values approaching zero in the laminar sublayer (At = As/ VK 

~ AK/VK; the mixing length A -̂ approaches zero faster than 
VK; in the laminar sublayer AK = 0 while VK ^ 0). 

The time-space averaging operator (1) becomes with (5) a 
double time averaging operator: 

1 p t + AT/2 r 1 (• l+At/2 

•RK(T-t)'dT\'dt (8) 

The inner integral represents the spatial integration con­
verted to a time integration by relating space and time through 
velocity. The averaging time interval At (Av, respectively) 
depends on the flow conditions, and in general can be taken as 
variable in the flow domain. It is assumed that the gradient of 
the averaging volume in space or time is small compared to its 
absolute value. The changes in At are mainly due to the 
component nonuniformities and may be important compared 
to the time (AT) change in the average. In the case of K(r, t) 
= 1 for liquid the equation (8) becomes identical to that 
found in literature for one-phase turbulence. 

A local instantaneous value differs from the mean value fK 

by two fluctuating components: one reflecting the spatial 
nonuniformities (f'K),, the second the time nonuniformities of 
the spatial average (fk)r'-

fk=fK-fK=<Jk),+ <Jk)T 

where: (f'K),=/*- <fK > K 

(fk)T=<A>K-fK 

(9) 

Averaged Conservation Equations. The local instantaneous 
conservation equation can be written for each component K, 
as well as for the entire mixture, in a general form: 

— (piA) + V ' ( p ^ U ) + V J - S = 0 

where: p = density 
U = velocity vector 
\p = specific quantity attached to mass 
J = flux tensor 
S = source term 

(10) 

By averaging for each component (K = 1, N) the con­
servation equations of mass, momentum and energy 
dissipation one obtains a new system of equations to deter­
mine mean velocity, concentration and turbulence index 
distributions. We rearranged the equations in such a way for 
solutions to be conveniently obtained by an iterative explicit 
scheme. 

Let us consider the momentum equation in the i direction: 
\pK corresponds to the projection of the velocity vector, J^ to 
the shear stress tensor and SK to the projection of the body 
force vector. 

The space/time averaging process of the local in­
stantaneous momentum equation in the i direction yields for 
the Kth component in steady-state regime without component 
generation (no attrition and no phase change) is: 

PK^~(^K UKI UKJ )=PKaKbi-^r-( aKpK + akpk) 
dx. dXj 

+ - ^ ( VKTICZJ, + akrkvji) ~ P* ^ 7 [a* (UKi UKj) ' 

+ aKUkiUkj] + 

where: 

1+&T/2 j 

-AT/2 ZK ~K I AT it 

•RK(r-t)-dTj 

\]KK' >nK 

(11) 

i,j =x,y,z 
f is a simplified notation of fK 

f = fluctuating part of/given in (9) 
Uki<Ukj = projections of the fluctuating velocity, in the i 

and j directions, respectively. 
bj = mass force in the i direction 
TKX .. = superficial stress for component K 
E _ K [ . • • .] = projection in the i direction of the interactions 

with all other flow components K ' = 1, N_K, 
including viscous friction, collisions and 
Coulombic contacts between components. 

e, = unit vector in the i direction 
ZK = Eulerian time scale for the jRTth component 
m = denotes the number of an interface between K 

and other component K' passing through r 
during the interval t. 

^KK' = velocity vector of the interface point crossing r 
IKK' = stress tensor between the ifth and K'th com­

ponents 
nK = unit normal vector to component K 

Assuming low correlations between a ^ a n d p ^ (i.e., akpk 
neglected) the following terms in equations (11) have to be 
modelled: 

TKZH, U'KT'KZ,,, aicWiaUxj)', U'KiU'Kj, and interaction terms 
£ - * [. • • •] 

Modeling may be achieved by using measurements of in­
stantaneous quantities in the averaging volume, or 
mechanistic approaches or from dimensional analysis of local 
flow indices. To obtain engineering models for these terms we 
follow the steps: (1) find the physical interpretation, (2) 
identify the local dimensionless parameters (the ratios particle 
size/turbulence scale, gravitational force/hydrodynamical 
force, etc.) affecting the terms, and (3) propose constitutive 
equations based on the analysis at particle scale and com­
parison of the mean flow predictions with a large set of ex­
periments. 

We observe that the tensor TKK' in the interaction term 
Y,-K [ ] has components corresponding to fra.., 
akTki:-> a'(UKiUKJ)'; and U'KjU'Kj- It means that the same 
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types of interactions occur between particles of the same 
species and particles of different species, i.e., similar models 
for both groups of terms may be employed. The physical 
interpretation of these terms is: 

(1) TA-EyV - stress transmitted by Coulombic contacts 
between solid particles or by viscous effects when the flow 
component is a fluid. The Coulombic shear stress depends on 
the normal stress transmitted by particle contacts ( T B „ ) and a 
friction coefficient (tan/3) independent of the rate of strain 
(Roco and Shook, 1983a): 

TKLJJ =TKLj./tanP (12) 

where r ^ . . can be estimated as a supported load stress. 
The viscous effects are taken in account by the drag force: 

aK-
PL'CDK WL-VK\{VL-VK) 

dK (!-«*)' 
(13) 

component, 

where: 
aK = concentration of a solid component 
d/c = particle dimension 
VL,VK = velocity of liquid and the Kth 

respectively 
CDK =drag coefficient depending on dimensions and 

shape of solid particles (component K) (Roco and 
Shook, 1983a). Published data on CDK were 
reviewed by Ishii and Mishima, 1983. 

(2) pKak(UKiUKj)' andakrkz- - stresses caused by 
elastic and plastic particle collisions, respectively. The global 
value of the repulsive normal stress (rDS..) acting between 
sheared layers of suspensions due to collisions depends on the 
shear stress TSy and a coefficient of dynamic friction by 
collisions (tan0): 

TDSJ, =PK<*k( UKJUKJ ) ' + U'KT'KZ,, = tanfi 
(14) 

where: tanfl may be related to the local Froude number, taking 
values about tanfl « .5 (Roco and Shook, 1983b). By con­
sidering the momentum exchange between colliding particles 
in the averaging volume (Fig. 2) one can obtain the ratio 
between the shear and normal stress (TS../TDS.. = tan6?) as 
function of local hydrodynamic parameters and the 
restitution coefficient (eR = 1 elastic collision; eR = 0 plastic 
collision). The mechanistic model yields the following ex­
pression for uniform particles (Shen, 1983).: 

o Q ' ° o ^ * /•v 

0 + 
Fig, 2 Stresses between colliding particles: TDS.. • dispersive stress, 

• streamtube diffusion \K model (Roco, 1980) 

- UlCiUkj = ~(\Kji0
2
Ki) (17) 

The shear stresses are expressed in this model in terms of 
partial derivatives of the mean flow kinetic energy multiplied 
by a turbulence index, denoted X^.. The X -̂.. tensor com­
ponents depend on the boundary conditions and mean flow 
parameters. 

The Boussinesq model was used in conjunction with the 
transport equation for the energy dissipation rate (Roco and 
Balakrishnan, 1982). The second model was applied for two-
phase liquid solid particle flow using a specific distance from 
the pipe wall (Roco and Shook, 1981). In both approaches the 
mixture turbulence parameter is obtained by taking the sum 
of the contributions of all the flow components. 

A detailed interpretation of the pressure terms in the 
averaged two-phase equations, (11), including the case of 
large separation velocities between phases, is given in [7]. 

The new set of equations resulting from the space/time 
averaging (8) of the conservation equations was rearranged 
for an iterative explicit scheme to calculate successively 
concentrations, velocities and turbulence parameter. The 
concentration equation is detailed further in this paper. 

Concentration Equation. The equation for the Kth com­
ponent is derived by subtracting from the momentum 
equation for the Kth component the equivalent momentum 
equation for a virtual mixture (-K) composed from all other 
components except K. The last equation is obtained by 

TSn 

7DSJJ 

--tanB -
•K 

~1 

i\ J_ w n n u n n s ,^CDKPL , (l + e«) , /^ - ( l+e*) (1 + ac /)(0.05 + 0.08/xF) —^ h 1- /4-0 + e«)2 

2Xps 2TT 

«CT(1 + £/?) 
(15) 

where: aa = linear concentration 
HF = coefficient of kinetic friction 
eR = coefficient of restitution 
pL = density of liquid 
CDK = drag coefficient for particle species K 

By adopting averaged values of the coefficients for sand 
particles (with eR = .9) one obtains the dynamic coefficient of 
friction between .5 and .6. The model includes the drag force. 
The same averaged value (tan0 = .5) is obtained from the 
numerical analysis of the experimental data on the mean flow. 

(3) pKaK U'KiU'Kj- turbulent inertial stress due to the 
random exchange of particles between neighboring layers. In 
our study two models for this term were used in parallel: 

- eddy viscosity eK.. model (Boussinesq) 

- U'KiU'Kj = tKii 
dUKi 

J' dxj 
(16) 

summing momentum equations for solid components K' = 
1, . . . ,K - 1, K + 1, . .N and for the carrying liquid, 
multiplying the intermediate results by aK/&_k and 
space/time averaging (where 6t-K = 1 - aK). Neglecting 
a'Kp'K, the equation is: 

PKUKIUKJ- YJ PK'^K'UK'iUK'j/a-K\ % dXj 

(A) 

AT J i 

t + AT/2 ] 

E TKK' 'nK 
RK(T-t) 

(B) 

la_K 

+ -^[PKukUki- L, PK'otkUk/u-KJ 

(CI) (CI) 
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d 

to 

(D2) 

7 - -K 

(Dl) 

(£1) (£2) 

+ to~v*E"_ V TK'^'6LK/6L-K) 

(Fl) (F2) 

-UK' (PK~P-K)mS = 0 

(G) 

PDP-11/341 

(18) 

where: T,_K denotes the sum over all components excepts. 
The "concentration equation" for a component if (18) can 

be interpreted as an equilibrium between elementary forces 
acting on the ensemble of particles K, under the influence of 
gravitation (G), relative acceleration (/I), relative mean flow 
compared to other flow components (B), mixing effects due to 
turbulent fluctuating velocities of component K{Cl) and of 
the virtual mixture -K (C2), dispersive stress from particle 
collisions in flowing suspensions (Dl, D2 - plastic collisions; 
El, E2 - elastic collisions) and Coulombic contacts between 
particles (F1,F2). 

Let us consider the equation (18) for the cross-section of a 
circular pipe. In the absence of secondary currents the term 
(̂ 4) vanishes. The contributions of the interaction term 
between different species and K (B) may be combined with the 
effects of the interaction between the corresponding pairs of 
species due to the turbulent diffusion (term C2), dispersive 
stress (terms D2, and E2) and supported load (term F2). The 
models for the characteristic terms (12)-(17) are affected by 
the spatial nonuniformities in the averaging volume and 
especially by the ratio (particle dimension/length scale of 
turbulence). Extending the models for unidimensional case 
[10], [11] to the pipe cross-section flow, one obtains a simpler 
computational form of equation (18): 

where: 

I V a s U V % + 
PK<*K 

(PK-P-K)'g 

+ «H=o 

TS - TSL 

tanfl 
+ TSL, 

(19) 

K = 1 , 2 , . . . N (flow component) 
aA = mean concentration of component K 
WK = hindered settling velocity of particles K 
PK'P-K = density of the component K and of the 

mixture containing all components 
except K, respectively 

eK = diffusion coefficient, depending on 
concentration of solid components 

TS = shear stress between solid particles of 
component K and all solid components 
(acting in the normal direction to the 
pipe cross-section) 

OSL>TSL — normal and shear stresses between solid 
particles of component K and all solid 
components in Coulombic contact 
(supported load) 

j = vertical unit vector 
tanfl = dynamic coefficient of friction (com­

ponent if). 

The terms lK, TS, aSL, TSLand tan© are functions of solid 
concentration as discussed in [11], [12]. At low concentration 
and particles small compared to the mixing length, the first 
term in equation (19) is determined by the turbulent diffusion 
of the carrier fluid, and the second term expressing particle 
interactions is negligible. When particles of relatively large 

Fig. 3 Scheme for solid particle velocity probe 

size are handled at concentrations over 10% by volume, the 
principal part of the diffusion term is determined by fluc­
tuating solid velocities and the second term plays a major role. 

Algorithm for Velocities and Turbulence Parameter. The 
following calculation approaches were adopted in previous 
work: 

(1) By summing the corresponding equation (11) in the 
same direction for all flow components one obtains the 
mixture momentum equation where the interaction terms 
between components are reciprocally cancelled (similar to 
Roco and Shook, 1983a). Together with the equations written 
for the relative velocity between each component and the 
mixture, the system of equations for mean velocities VK can 
be solved. Compared to Soo's (1980), the equation has two 
additional terms due to the dispersive stress and Coulombic 
contacts between particles. Also, the mixture density in the 
convective term is weighted by the momentum flux and the 
space/time averaging for turbulent flow is applied in our 
approach. 

(2) The transport equation for mixture eddy viscosity 
contains terms due to diffusion, generation, decay and ac­
celeration (e model, Roco and Balakrishnan, 1982). A 
coherent calculation approach is used for both eddy viscosity 
(used in the velocity calculation) and eddy-diffusivity (em­
ployed in the concentration equation). 

(3) For the streamtube diffusion coefficient \K.. in 
equation (17) a computational scheme was proposed which 
superposes the effects of various flow components (X model, 
Roco and Shook, 1981). 

Experimental 

The model has been tested with data obtained in closed loop 
laboratory systems, using circular and rectangular conduits. 
In addition to the conventional determinations of frictional 
headlosses (differential manometers) as a function of mean 
velocity (magnetic flux flowmeter) and slurry concentration 
(Cs 137 nuclear densimeter), the particle concentration 
distribution was obtained experimentally in all the tests. These 
employed either gamma ray absorption (chord-average 
concentrations) or a photographic technique (Scarlett and 
Grimley, 1974). In some of the studies, particle velocities were 
determined using the probe shown in Fig. 3. The amplitude of 
the cross-correlation between resistivity fluctuations at two 
pairs of electrodes, normalized with the autocorrelations, was 
determined a function of position (Brown and Shook, 1982). 

For this last device, resistivity changes resulting from 
concentration fluctuations {a's) produce voltage fluctuations 
at sensor electrodes displaced in the applied potential field 
normal to the direction of mean flow. The transit time for the 
distance x is determined by cross correlation of the signals 
from the sensor electrode pairs. From this, a mean velocity 
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4 Concentration fluctuation cross-correlation (fl//?o) versus Fig. 
distance between electrodes (x) 

for the region defined by the sensor electrodes can be 
determined. For turbulent slurry flow, calibration studies 
showed particle retardation by the probe to be of the order of 
3 percent of the local velocity provided conditions near 
deposition of particles at the bottom of the pipe were avoided. 
For a properly aligned probe, mean velocities varied little with 
the location or spacing x, provided a suitable displacement 
from the nose of the probe was maintained. 

In addition to mean velocities, the probe has given at least a 
qualitative indication of the structure of the flow through 
comparison of autocorrelations and cross correlations of 
electrode signals. With a sands of d = 0.165 mm and sensor 
electrode displacements of the order of 1 mm, auto­
correlations in pipelines of 50 and 500 mm I.D. indicate 
mixing lengths approximately proportional to pipe diameter. 

With larger particles, of diameter greater than the sensor 
electrode displacement, the autocorrelations suggest that the 
electrodes respond to the passage of individual particles. For 
the finer particles, it is apparently clusters which produce the 
resistivity fluctuations to which the device responds. Such 
concentration fluctuations are always visually apparent at the 
pipe wall for slurries which display a concentration gradient 
within the pipe. 

With increasing electrode pair separation distances (x 
values) the amplitude of the cross-correlation decays, 
presumably as a consequence of diffusion processes. Recent 
measurements of these amplitudes (R), normalized with the 
autocorrelations (R0), are shown in Fig. 4 for a 0.165 mm 
sand in a 50 mm I.D. pipeline, at a mean concentration of 10 
percent by volume. For a sand of similar size in a 500 mm 
pipeline the decay process was correspondingly slower, 
requiring 100 mm to produce the same relative decrease as 
that produced at x = 10 mm in a 50 mm pipeline. 

Application for Two- and Multicomponent Flows 

The general approach was applied for uniform particle 

experimental 

. 2 2 % 

• calculated 

Fig. 5 Experimental (Scarlett and Grimley, 1974) and calculated 
concentration distribution of glass sphere .58 mm/water mixture flow 
(Run C2) 

slurry flow in pipes, as well as for multispecies particles 
mixtures. The main set of experiments used for tests is given 
in Table 1, for various materials: sand (S = 2.65), glass (S = 
2.7) and coal (S = 1.3-1.7). The tests were performed at 
various flow conditions: pipe diameter between 40 mm and 
495 mm, concentrations up to 40 percent by volume, particle 
diameters up to 13 mm and velocities up to three times the 
critical speed. Samples of experiments with sand and other 
solids in rectangular pipes were previously analyzed with 
positive results (Roco and Shook, 1983b). 

The system of equations for concentrations, velocities and 
eddy-viscosity (or streamtube diffusion coefficient, respec­
tively) was solved numerically using Integral Finite Volume 
techniques. The calculation domain is discretized and the 
variables are chosen at interior nodes. The integrals of the 
differential equations over a finite volume are transformed to 
surface integrals. The computation is performed using the 
interfaces between volumes to store and count the data. The 
analytical interpolation law is suitable for large convective 
terms. The algorithm can be applied in 2-D and 3-D problems 
(Roco and Balakrishnan, 1982). 

The calculation model is hier used for uniform flow in 
linear sections of horizontal pipes. The volume averaging is 
reflected in the supplementary terms resulted from averaging 
and in their models. For modeling one can consider either the 
statistical analysis of the mixture flow characteristics using 
local instantaneous measurements, or dimensional analysis of 
the main local parameters in the averaging volume, or 
analytical and numerical simulations. For the first approach 
there is not yet available a complete set of data. Adopting the 
second approach, we found the significant local parameters to 
be the ratio between the gravitation and inertial forces (Fg/Fh 
i.e., the modified Froude number Frt = PL/PM' V\/gd(S — 
1), where Vt is the friction velocity) and the relative 
dimension of solid particles compared to the averaging 

Run 
No. 

-

Table 1 Experimental data in circular pipes used for model development 

Material Specific Pipe Particle Average 
density diameter diameter velocity 

S(-) £»(mm) d(mm) KM(m/s) 

Average solid 
concentration 

a s (% by vol.) 

A1-A20 

B1-B6 
sand 

2.65 

2.65 

1.5,263, 
495 
51.5 

.165 

.48 

1.66-4.33 

1.66-3.44 

8.4-34.1 

6.3-29.6 

C1-C5 
D1-D2 

G1-G6 

M1-M8 

glass 

coal 
(multispecies 

particles) 

2.65 
2.65 

2.7 

1.31-1.73 

50.7 
263 

40 

158,495 

.52 
13.0 

.58 

0-6.5 

1.9 -4.0 
3.2 -4.0 

1.05-2.88 

1.68-3.16 

11.4-24.7 
9.5-10.2 

7.0-12.0 

<45.4 
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Fig. 6 Concentrations (a-\, a2,... as), velocity (VM) and averaged 
particle size (dav) distributions of Kaiser coal/water mixture flow in the 
vertical mid-plane of a circular pipe D = 495 mm (Run M6) 
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volume when dimensions are given by the local scale of 
turbulence (dK/AK) (Roco and Shook, 1983a and 1983b; 
Roco, 1983). The local contributions of the dispersive and 
supported loads are strongly correlated to Fr„, as it is 
suggested by the analysis at particle scale. The ratio dK/AK 

determines the predominant terms in equation (11), the 
relative values of the fluctuating components (f'K) T and (/!•),, 
and the ratio between eddy-viscosity and eddy-diffusivity. 

The comparisons with experimental data show the ability of 
the calculation model to predict the velocity and con-

o Expenmenlol 
(Chord Averaged) 

Sand 'A 
d -- 165 m 
D= 51 5rr 

20 30 40 50 
Sand Concenlralion,a(%) 

calculated 
Fig. 7 Experimental and calculated concentration (as) distribution of 
sand .165 mm/water mixture flow in 51.5 mm pipe (Run A3) 

Fig. 8 Experimental and calculated velocity distribution of sand .165 
mm/water mixture flow in 51.5 mm pipe (Run A3) 

centration distributions in the pipe cross-section, as well as 
headlosses along the pipe. In Fig. 5 is illustrated the computed 
concentration distribution as in single species glass sphere (d 
= .58 mm)/water mixture flow compared to photographic 
measurements (Scarlett and Grimley, 1974). In this first test 
the e model and Integral Finite Volume techniques were used. 

Numerical predictions of concentration for multispecies 
coal/water slurry flowing in 495 mm pipe employing the X 
model are given in Fig. 6(a) and (b). The mixture was 
modeled with five species of coal particles of dimensions dt = 
4.8 mm, d2 = 1.2 mm, d3 = .51mm, d4 = .22 mm, ds = .01 
mm of assumed specific densities 5, = 1.7, Sz = 1.43, S3 = 
1.23, S4 = 1.23, S5 = 1.23. The total coal concentration at an 
elevation Y over the pipe bottom (a6) is compared to gamma-
ray measurements (Saskatchewan Research Council, 1981). 

Experimental and computed distributions of concentration 
(as) and velocity (Vs) for sand (.165 mm)/water mixture flow 
in 51.5 mm pipe are presented in Figs. 7 and 8. Measured and 
predicted headlosses (i) in a 50.7 mm pipe with flowing 
suspension of sand .52 mm are plotted versus average velocity 
(VM) in Fig. 9. The comparisons (Figs. 5-8) show the 
numerical simulations predict with good approximation these 
sets of experimental data. The model overpredicts shear 
stresses at solid concentrations over 40 percent. This could be 
due to the neglection of turbulence damping in two-phase 
flows when concentrations approach the maximum packing 
concentration. 

The particle velocity distribution determined by the 
proposed method has been employed to estimate the critical 
deposit velocity in slurry flow systems (Roco and Shook, 
1984). 

Some empirical coefficients are used in the model for the 
friction by Coulombic contact (tan(3) and particle collisions 
(tan0), as well as in the e transport equation or in the X 
computational algorithm (Roco and Shook, 1983a; Roco and 
Balakrishnan, 1982). They do not alter for various flow 
conditions (D, VM, a). The coefficients tan/3 and tanfl depend 
on the particle material (i.e., the roughness of the particle 
surface, modulus of elasticity and coefficient of restitution in 
collisions). In our tests, tan/5 varied between .3 and .35 (for 
sand = .35, fr coal = .32, for glass = .3). The angle 13 
corresponds to the angle of inclination of a pipe without 
through flow at which a layer of immersed particles 
sedimented on the bottom begins to shear, sliding down­
wards. The coefficient tan0 can be estimated as function of 
the modified Froude number Fr„ (Roco and Shook, 1983b, 
Fig. 6), and takes values about tan# = .5 (from .35 « tan/3 at 
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Fig. 9 Headlosses (i) versus sand .52 mm/water mixture velocity {VM) 
(RunsC1-C5) 

Fr < 2-3 up to .75 at larger Froude numbers Fr^ > 14). This 
estimation can be qualitatively explained by using stochastics 
analysis of particle collisions. The coefficients for the 
generation (kG) and decay (kD) terms in the eddy-viscosity (e) 
transport equation are maintained constant (kG = .11, kD = 
.8), the same for single fluid and slurry flows in all flow 
situations. After the material coefficients were chosen for 
sand, coal and glass, we obtained good agreement between 
experiments and flow computations (a(x, y), VM(x, y), 
headlosses) when the pipe diameter, velocity and con­
centration were widely varied (Table 1). 

The effect of the pipe roughness on mixture velocity profile 
strongly diminishes if the particle concentration overpasses 
5-10 percent by volume. 

The proposed general approach may be applied to steady 
and unsteady flows, and can be extended to other two- or 
multicomponent flow patterns. 

Conclusions 

1. The suggested space/time averaging of differential 
equations maintains a good amount of information about the 
turbulent flow phenomenon with high concentrations. It 
creates a framework for further studies in which the effects of 
the temporal and spatial fluctuations, ratio particle 
size/length scale of turbulence, dispersive and supported load 
stresses between solid particles can be analyzed. 

2. The computational approach for multi-species particle 
turbulent flow contains some new components, which are 
specific for turbulent flow of incompressible mixtures with 
solid concentrations between 5 and 40 percent by volume. 
Integral Finite Volume techniques are employed to 
numerically solve the system of differential equations derived 
from the conservation laws. The terms due to particle in­
teractions are predominants at high concentrations and large 
particles. 

3. The tests performed with different solid materials for 
various flow parameters in pipes show a satisfactory 
agreement between predictions and experimental results. 
Design calculations can be made for any set of given 
parameters. The approach can be used to extrapolate data 
from laboratory to industrial situations. 
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Cycle Resolved LDV 
Measurements in a Motored 
IC Engine 
LDV measurements have been made in an IC engine motored at 1200 rpm. The data 
rates were sufficiently high to allow the bulk velocity to be characterized in in­
dividual cycles. The relative cyclic fluctuation of the bulk velocity was found to be 
as large as 200 percent. The turbulence intensity was calculated using both the 
velocity fluctuation with respect to the ensemble average velocity and the velocity 
fluctuation with respect to the cycle resolved bulk velocity. The former includes 
both the cyclic fluctuation of the bulk velocity and the turbulence, and therefore 
gave estimates of the ensemble averaged turbulence intensity which were from 50 to 
100 percent greater than that obtained using the in-cycle fluctuation with respect to 
the bulk velocity. The relative cyclic fluctuation of the time averaged turbulence 
intensity, calculated over a 64-degree interval in each cycle, was found to be small, 
i.e., less than 20percent. The high data rates also made it possible to determine the 
ensemble averaged temporal autocorrelation function from which the spectral 
energy distribution and the integral time scale were calculated. 

Introduction 

The velocity field in an internal combustion (IC) engine is 
turbulent and nonstationary. The turbulence is important 
because of its effect on the flame speed, and in turn the 
combustion rate [1]. The standard method of characterizing a 
nonstationary process is to use ensemble averaging [2], which 
for the case of an IC engine corresponds to taking the average 
of the quantity of interest at a particular crankangle recorded 
over many engine cycles. The turbulence can then be defined 
as the difference between the instantaneous velocity, herein 
referred to as the velocity, and the ensemble averaged 
velocity. In an IC engine however, this definition can result in 
erroneously high estimates of the turbulence intensity [3] due 
to the fact that the fluctuation with respect to the ensemble 
averaged velocity includes both the cyclic fluctuation of the 
bulk velocity and the turbulence. The only way to separate the 
cyclic fluctuation of the bulk velocity and the turbulence is to 
make velocity measurements at very high data rates such that 
the bulk velocity can be characterized in each engine cycle [4, 
5]. Such measurements can be made with hot wire probes but 
hot wire measurements made in IC engines are subject to large 
uncertainties due to calibration problems, flow reversal and 
large relative turbulence intensities [6]. This paper presents 
laser Doppier veiocimetry (LDV) measurements made in a 
motored IC engine at data rates which are high enough to 
allow characterization of the bulk velocity in each cycle. 

LDV-ENGINE EXPERIMENT 
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Fig. 1 Schematic diagram of laser Doppier veiocimetry and engine 
experimental set-up 

These measurements are the first cycle resolved LDV 
measurements made in an IC engine motored at practical 
engine speeds [7]. The data was analyzed using an ensemble 
averaged analysis, i.e. using the velocity fluctuation with 
respect to the ensemble averaged velocity, and a cycle resolved 
analysis, i.e., using the velocity fluctuation with respect to the 
bulk velocity in each cycle, and the results of the two analyses 
compared. 

Engine-LDV Experiment 

The engine and LDV experimental set-up is shown in 
schematic form in Fig. 1. The velocity measurements were 
made in one of the transparent-piston, transparent-head 
engines in the Engine Combustion Laboratory at Princeton 
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Fig. 2 Definition of integral time scale 

University. The piston-cylinder assembly was mounted on a 
high speed, Waukesha CFR-48 crankcase and had an 8.26 cm 
diameter bore and an 11.43 cm stroke. Air intake and exhaust 
passed through ports in the cylinder wall as in a two-cycle 
engine. Optical access was through a flat quartz window 
covering the entire head of the combustion chamber. The 
piston was elongated, after the design of Bowditch [8], with a 
flat, transparent, quartz crown. The combustion chamber was 
open and "pancake" shaped with a compression ratio of 
13.5. The intake ports were directed radially therefore there 
was no swirl. The timing of the exhaust and intake ports was 
±113 degrees and ± 126 degrees, respectively, where 0 degree 
was top dead center (TDC). The standard piston rings were 
replaced with teflon impregnated bronze rings, enabling the 
engine to be motored or fired without cylinder lubrication. 

For the work presented in this paper the engine was 
motored at 1200 rpm. The intake air was supplied by an air 
compressor at a flow rate of 16.5 gm/s, corresponding to a 
volumetric efficiency of 100 percent. The intake manifold 
pressure and temperature were 124 kPa and 25° C, respec­
tively. The exhaust manifold pressure was 99 kPa. A cyclone 
seeding chamber [9] was used to introduce seed particles into 
the intake air flow. The particles used in this study were 
phenolic microballoons supplied by Union Carbide. These are 
hollow phenolic spheres with a nominal geometric diameter of 
40 microns and a corresponding aerodynamic diameter of 1 
micron [10]. 

The LDV optics were set up in a dual beam, backscatter 
configuration. The probe volume dimensions were 0.42 mm 
by 0.08 mm. A Bragg cell was used to eliminate the directional 
ambiguity. This was essential because of the flow reversal 
which was expected in an engine with no swirl. The output of 
the photomultiplier was electronically downmixed to 10 MHz 
thereby improving the velocity resolution to approximately 10 

cm/s. A counter type signal processor with 1 nsec resolution 
was used to process the Doppler signal. All of the LDV optics 
and electronics were manufactured by TSI. The laser source 
was a Lexel 95-2 argon ion laser operated single frequency at 
514.5 nm. The output power was typically 800 mW. 

The engine crankangle was monitored by an optical shaft 
encoder with one-half degree resolution. When a velocity 
measurement was validated by the counter processor, the 
crankangle was sampled and the crankangle-velocity data pair 
was transferred by a digital multiplexer at rates up to 30 kHz 
to a minicomputer for storage. 

Tangential velocity measurements were made at one point 
located in the center of the clearance height, at half the 
chamber radius on the diameter separating the intake and 
exhaust ports. The measurements were made with one-half 
degree resolution over a sixty-four degree crankangle interval 
centered on TDC. 

Ensemble Averaged Analysis 

The data was analyzed using an ensemble averaged analysis 
and a cycle resolved analysis. In the ensemble averaged 
analysis the instantaneous velocity, U, is defined as the sum of 
the ensemble averaged velocity, UEA, and the fluctuation, uF 

U(8,A6,i) = UEA (d,A9) + uF(8,A6,i) 

where 8 is the crankangle, Ad is a crankangle window about 8, 
and / is the (th cycle. Since the LDV measurements occur 
randomly in time, i.e., whenever a particle passes through the 
probe volume, it is necessary to assign the velocity 
measurements which are made within the window 6± Ad/2 to 
the crankangle 8. The ensemble averaged velocity is defined as 

1 Nc 

and the ensemble averaged fluctuation intensity is defined as 

u'FiEA(8,A6) = \—-i— £[uF(8,A8,i)2] ' 

where Nc is the number of cycles and NM(8) is the total 
number of measurements at crankangle 8 over Nc cycles. 

In these and all other ensemble averaged quantities, 
whenever there was more than one measurement in a given 
crankangle window and cycle, only the first measurement was 
used. 

Cycle Resolved Analysis 

The cycle resolved analysis requires the calculation of the 

Nomenclature 
/ = frequency 
F = normalized one-dimensional power spectral 

density function 
/ = /th cycle 

L = integral length scale 
N(i) = number of crankangles over which 

measurements were made in cycle i 
Nc = number of cycles 

Nj(8) = number of measurements at crankangle 8 in 
cycle i 

NM(&) = total number of measurements at 
crankangle 8 over Nc cycles 

NMU) = total number of measurements in cycle i 
overN(i) degrees 

R = Eulerian temporal autocorrelation coef­
ficient 

S = conversion factor between time and 
crankangle 

T = integral time scale 
uF = instantaneous velocity fluctuation about 

" 7 

ensemble averaged velocity, i.e., the 
fluctuation 
instantaneous velocity fluctuation about 
bulk velocity, i.e., the turbulence 

u'FEA = ensemble averaged fluctuation intensity 
u'T\EA - ensemble averaged turbulence intensity 
u'T,TA = time averaged turbulence intensity 

« ' T.TA.EA = ensemble average of time averaged tur­
bulence intensity 

"'' T,TA,rms = RMS fluctuation of time averaged tur­
bulence intensity 

U = instantaneous velocity 
UEA = ensemble averaged velocity 

U = bulk velocity 
0EA = ensemble average of bulk velocity 
£7rms = RMS fluctuation of bulk velocity 

Ad = crankangle window about 6 
8 = crankangle 
$ = phase angle 
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bulk velocity in each cycle. The bulk velocity, U, is related to 
the velocity, U, as follows 

U(6,A8,i)=U(e,Ad,i) + uT(d,A6,i) 

where uT is the instantaneous fluctuation about the bulk 
velocity, herein called the turbulence. Unlike the ensemble 
averaged velocity, the bulk velocity can vary from cycle to 
cycle. 

There are several methods [11] which can be used to 
determine the bulk velocity in each cycle from the velocity 
versus crankangle data. These include time averaging over 
short time intervals, polynomial curve fitting and digital low 
pass filtering. All three methods in effect serve to low pass 
filter the data. The first approach has been used by Lancaster 
[4] on hot wire measurements in a motored IC engine where 
he calculated the time averaged velocity over a 45 degree 
window. This corresponds to an equivalent low pass filter 
cutoff frequency of 80 Hz at 1200 rpm. The second approach 
has been used by Rask [5] on LDV measurements in a 
motored IC engine. One disadvantage of this approach is that 
it is difficult to define an equivalent low pass filter cutoff 
frequency. This is important because one wants to separate 
the low frequency components, which define the bulk 
velocity, from the high frequency components, which define 
the turbulence, based on some characteristic time of the 
phenomenon of interest, in this case turbulent flame 
propagation in an IC engine. In this work, digital low pass 
filtering was used to determine the bulk velocity in each cycle. 
The low pass filter cutoff frequency was determined by the 
characteristics of the velocity field itself which allows for its 
variation with engine speed and spatial location. 

The procedure used in this work for determining the bulk 
velocity can be described as follows. The sixty-four degree 
interval over which data was acquired in each cycle was 
divided into sixty-four one-degree windows. Only those cycles 
which have measurements in at least 40 of the 64 one-degree 
windows were selected. In each of these cycles, those windows 
with multiple measurements were averaged and those with no 
measurements were assigned values by linear interpolation, 
thereby obtaining a set of engine cycles with one measurement 
for each crankangle degree. Once the data was in this form the 
frequency spectrum of the velocity versus crankangle (time) 
data in each cycle was obtained using a fast Fourier trans­
form. 

The next step in the calculation of the bulk velocity was the 
selection of a cutoff frequency. The simplest non-stationary 
flow would be one with distinctly different time scales for the 
bulk and the turbulent motion. In this case, the frequency 
spectrum of the velocity versus time data would show a 
distinct grouping of low frequency components which could 
be attributed to the bulk motion and a distinct grouping of 
high frequency components which could be attributed to the 
turbulent motion. Therefore the selection of a cutoff 
frequency, above which lie the turbulent frequency com­
ponents and below which lie the bulk motion frequency 
components, would be obvious. In the nonstationary flow of 
an IC engine however there is no obvious separation of the 
bulk motion and turbulent motion frequencies, therefore 
another method of selecting the cutoff frequency had to be 
found. 

The cutoff frequency should be related to a characteristic 
time of the combustion process of interest. However, the 
structure of turbulent flames in general, and engine flames in 
particular, is poorly understood at present. Therefore the 
approach used was to take the maximum frequency in the 
frequency spectrum of the ensemble averaged velocity versus 
crankangle (time) data as the frequency which separates the 
bulk motion from the turbulent motion. Once the cut-off 
frequency was chosen, all frequency components above that 
frequency were set to zero and the inverse transform taken, 

yielding the desired bulk velocity. To avoid oscillations [12] in 
the resultant bulk velocity due to Gibbs phenomenon [12, 13], 
the frequency cut-off was not implanted with a step function 
but with a Fermi-Dirac function which is centered on the cut­
off frequency and has a half-height width equal to 10 percent 
of the cutoff frequency [13, 14]. 

After the bulk velocity was determined for each engine 
cycle, the ensemble average of the bulk velocity, U_EA, and of 
the rms fluctuation of the bulk velocity, t/rms, were 
calculated. 

UEA (6,Ad) = ^ £ 0{d,Ad,i) 

r 1 £ T/2 

C/rms(0,A0) = - }_,[U{d,A6,i)-UEA(e,m2 

The ensemble averaged rms fluctuation of the bulk velocity is 
indicative of the magnitude of the cycle fluctuations in the 
bulk motion. 

The next calculation in the cycle resolved analysis was of 
the ensemble averaged turbulence intensity, u' TEA, 

N. ' 

u'TtEA(d,A0) = \—i
77rr t,Ur(d,Ae,i)2] A 

The ensemble averaged turbulence intensity is an average 
over many engine cycles and therefore does not give any 
indication of the cyclic variation of the turbulence intensity. 
This was obtained by first calculating the rms fluctuation of 
the turbulence over the 64 degree crankangle interval in each 
engine cycle. This gives the turbulence intensity in a single 
cycle averaged over the 64 degree interval, U'T,TA> which is 
referred to as the time averaged turbulence intensity. 

where N(i) is the number of crankangles over which 
measurements were made in the /'th cycle and NM(i) is the 
total number of measurements in the /th cycle. 

The next calculation was of the ensemble average of the 
time averaged turbulence intensity, u' T,TA,EA< an<3 of the rms 
fluctuation of the time averaged turbulence intensity, 

7 V C / = 1 

and, 
r 1 "c 1 m 

" ' T,TA,rms =\ ^7 LdU' T.TA ~ U ' T.TA.EA V \ 

The ensemble averaged rms fluctuation of the time averaged 
turbulence intensity is indicative of the magnitude of the 
cyclic fluctuations in the turbulence intensity. 

Note that only the bulk velocity was determined from data 
which was averaged to one degree, which at 1200 rpm 
corresponds to a Nyquist frequency of 3.6 kHz. The ensemble 
averaged fluctuation intensity, the ensemble averaged tur­
bulence intensity and the time averaged turbulence intensity 
calculations were all made using the original data, which was 
recorded with one-half degree resolution which corresponds 
to a Nyquist frequency of 7.2 kHz at 1200 rpm. 

Spectral Analysis 

In addition to providing a more accurate estimate of the 
turbulence intensity, i.e., one that is free of the contribution 
due to cycle variations in the bulk velocity, the cycle resolved 
measurements also allow one to calculate the turbulence 
autocorrelation coefficient from which the spectral power 
density function and the integral time scale can be deter­
mined. This has only been done in the past from IC engine 
measurements made using hot wire anemometry. The 
definitions of the autocorrelation coefficient, the spectral 
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power density function, the integral time scale and the in­
tegral length scale are given next. 

Autocorrelation Coefficient 

For a nonstationary flow the Eulerian temporal 
autocorrelation coefficient is defined as 

R($,8) = 

£«(*,/>«/(e,o 
i ^=1 

Nc u'EA(<i>)u'EAm 

where 6 is the crankangle, $ is the phase angle with respect to 
0, i is the rth cycle and Nc is the number of cycles. In the 
ensemble averaged analysis u is the fluctuation and u' EA is the 
ensemble averaged fluctuation intensity. In the cycle resolved 
analysis u is the turbulence and u' EA is the ensemble averaged 
turbulence intensity. Note that the autocorrelation coefficient 
is obtained by ensemble averaging, which is the standard 
method used for nonstationary flows, and that the frequency 
response is therefore related not to the measurement rate but 
to the window size used in the ensemble average. In this work 
a one-half degree window was used which corresponds to a 
maximum frequency response of 7.2 kHz at 1200 rpm. 

Integral Time Scale 

The definition of the integral time scale as proposed by G. 
1. Taylor [15] is the interval of time, T, which is equal to the 
area under the temporal autocorrelation curve and is a 
measure of the time the velocity is correlated with itself. 
Actually at least two integral time scales are required for the 
velocity to be uncorrelated [16]. Taylor's definition of the 
integral time scale is depicted in Fig. 2 for an exponentially 
decaying autocorrelation curve. In flows without mean 
motion the integral time scale provides a rough indication of 
the lifetime of the large eddies; however, in flows with mean 
motion the integral time scale only provides an indication of 
the eddy transit time. 

Integral Length Scale 

The integral length scale is obtained from the spatial 
autocorrelation curve in the same way that the integral time 
scale is obtained from the temporal autocorrelation curve 
[16]. The integral length scale, L, is related to the extent of 
coherent motion and is an indication of the size of the large 
eddies. It can also be thought of as a characteristic mixing 
length and is useful in computing turbulent diffusion coef­
ficients [17, 18]. 

Length and time scales can be related using Taylor's 
hypothesis [19]. The conditions for which this is valid 
however are generally not satisfied by the flowfield in an IC 
engine. Nevertheless, because of the difficulty of making 
spatial correlation measurements in an IC engine, the only 
reported length scale measurements in an IC engine have been 
obtained from time scale measurements using Taylor's 
hypothesis [4, 20-23]. This is the approach that was used in 
this work as well. 

1-D Power Spectral Density Function 

The normalized one-dimensional power spectral density 
function, F($,j), is defined by 

F(t>,f)= 1 J_ro [/?($,fl).cos(2ir/ |)]dfl 

and 
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Fig. 3 Ensemble averaged velocity and fluctuation intensity versus 
crankangle. (Uncertainty in UEA = ± 3 percent to ±13 percent, in 
u' /r £4 = ± 3 tor 95 percent confidence level) 
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Fig. 4 The effect of seed concentration on ensemble averaged 
velocity and fluctuation intensity. (Uncertainty in U ^ = ±3 to ±13 
percent, in u' F EA = ± 3 for 95 percent confidence level) 

where * is the phase angle, S is the conversion factor between 
time and crank angle, / i s the frequency, 6 is the crankangle, 
and R is the Eulerian autocorrelation coefficient. The energy 
spectrum of turbulence as defined by this equation shows how 
the turbulence energy is distributed among different 
frequencies or different eddy sizes, and is useful in un­
derstanding the production and dissipation of turbulent 
energy in a flow field. 

Results and Discussion 

Details of the measurement conditions were given in the 
section Engine-LDV Experiment. The measurements were 
made over 2494 consecutive engine cycles and there were from 
40 to 110 measurements per cycle in the 64-degree 
measurement interval. The data rate was approximately 10 
kHz. The error in the individual velocity realizations has been 
estimated to be less than 0.5 percent [24]. The main source of 
error in the reported results is statistical uncertainty in the 
ensemble averaged quantities due to the finite number of 
measurements. In the ensemble averaged analysis one degree 
crankangle windows were used with typically 2000 
measurements per average. The statistical error in the en­
semble averaged velocity varies from 3 to 13 percent, 
assuming uncorrelated, normally distributed measurements 
with a 95 percent confidence level [25]. Similarly, the 
statistical error in the ensemble averaged fluctuation intensity 
is 3 percent. In the cycle resolved analysis, measurements 
from 199 engine cycles were used to calculate the ensemble 
averaged turbulence intensity. The statistical uncertainty in 
this result is 11 percent. 

The results of the ensemble averaged analysis are shown in 
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Fig. 5 Frequency spectrum of one-degree averaged and interpolated 
data for a typical cycle 

Fig. 6 
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Frequency spectrum of the ensemble averaged velocity 

Fig. 3. Approaching TDC the ensemble averaged velocity 
decreases but approximately 10 degrees before TDC it begins 
to increase and continues to do so beyond TDC. The ensemble 
averaged fluctuations decay approaching TDC and continue 
to do so beyond. Note that the magnitude of the fluctuation 
intensity is equal to or larger than the ensemble averaged 
velocity. Such large fluctuations are to be expected near TDC 
in an engine with no swirl or squish. 

The cycle resolved analysis requires high data rates which in 
turn requires large seed concentrations. The seed con­
centrations needed for the cycle resolved measurements 
however did not affect the gas velocity. This is evidenced by 
Fig. 4 which shows the ensemble averaged velocity and 
fluctuation intensity for the high seed rate used in this work 
and for a seed rate which is reduced by a factor of 15. 

The first step in the cycle resolved analysis was the 
calculation of the bulk velocity in each cycle. There were 199 
engine cycles which had measurements in at least 40 of the 64 
one-degree windows. These data were averaged and in­
terpolated to obtain one velocity for each crankangle degree. 
The frequency spectrum of the one degree averaged and in­
terpolated data for a typical cycle is shown in Fig. 5, where the 
absence of a clear separation of bulk velocity and turbulence 
frequencies is apparent. The frequency spectrum of the en­
semble averaged velocity is shown in Fig. 6. From this result a 
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Fig. 7 Bulk velocity and one-degree averaged and interpolated data 
versus crankangle for a typical cycle 
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Fig. 8 Sensitivity of the ensemble averaged turbulence intensity to 
the cut-off frequency 

cutoff frequency of 650 Hz was selected to separate the bulk 
motion from the turbulence. The resultant bulk velocity for 
one of the 199 engine cycles is shown in Fig. 7, along with the 
one degree averaged and interpolated data. The insensitivity 
of the ensemble averaged turbulence intensity to the cutoff 
frequency is shown in Fig. 8, where the results for cutoff 
frequencies of 650 Hz and 1000 Hz are given. The 
requirement that there be measurements in at least 40 of the 
64 one-degree windows was based on the fact that the in­
tervals over which there were no LDV measurements in these 
cycles was always less than 5 crankangle degrees. This 
corresponds to a Nyquist frequency of 720 Hz as compared to 
the 650 Hz maximum frequency of the bulk velocity. 

The ensemble average and rms fluctuation of the bulk 
velocity over the 199 engine cycles are shown in Fig. 9. The 
relative fluctuation in the bulk velocity varies from 100 to 200 
percent indicating very large cyclic fluctuations in the bulk 
motion. The ensemble averaged rms fluctuation of the bulk 
velocity and the ensemble averaged fluctuation intensity (Fig. 
3) show similar behavior in that they both decay up to and 
past TDC; however, the ensemble averaged fluctuation in­
tensity is larger since it includes the added contribution of the 
turbulence. 

The ensemble averaged turbulence intensity over the 199 
engine cycles is shown in Fig. 10 along with the ensemble 
averaged fluctuation intensity and the ensemble averaged 
RMS fluctuation of the bulk velocity. The ensemble averaged 
fluctuation intensity is from 50 to 100 percent larger than the 
ensemble averaged turbulence intensity. This large difference 
is due to the large cyclic fluctuations in the bulk velocity. Note 
that the difference between the square of the ensemble 
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Fig. 9 Ensemble average and rms fluctuation of bulk velocity versus 
crankangle 
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Fig. 10 A comparison of the ensemble averaged turbulence intensity, 
the ensemble averaged fluctuation intensity and the rms fluctuation of 
the bulk velocity 

averaged fluctuation intensity and the square of the ensemble 
averaged rms fluctuation of the bulk velocity is approximately 
equal to the square of the ensemble averaged turbulence 
intensity. Also note that after eliminating the contribution of 
the cyclic fluctuations, the ensemble averaged turbulence 
intensity is still comparable to the ensemble averaged velocity 
(Fig. 3). 

The next result is that of the time averaged turbulence 
intensity averaged over the 64 degree interval in each engine 
cycle. The ensemble average of the time averaged turbulence 
intensity over the 199 engine cycles is 1.75 m/s. The relative 
ensemble averaged rms fluctuation or cyclic fluctuation in the 
time averaged turbulence intensity is 20 percent, however 
approximately 10 percent of that is due to statistical un­
certainty. Therefore the relative cyclic fluctuation in the time 
averaged turbulence intensity is less than 20 percent. 

Additional measurements have been made in the same 
engine at other locations and engine speeds and the same 
trends have been observed [24, 26, 27]. 

The autocorrelation coefficient results are shown in Fig. 11, 
for both the ensemble averaged analysis and the cycle resolved 
analysis, at 15 degrees before TDC, TDC, and 20 degrees 
after TDC. The results of both analyses show an asymmetric 
shape which is a result of the non-stationary nature of the 
flowfield. Both analyses also show that the correlation time 
increases with crank angle, due to the fact that the low 
frequency (large-scale) motions become more profound 
during the relaxation of the turbulence [3]. In the ensemble 
averaged analysis the autocorrelation curves decay but 
generally stay positive which is similar to the behavior ob­
served by others using hot-wire measurements and the same 
ensemble averaged analysis [22]. In the cycle resolved analysis 
however, the autocorrelation curves show an initial rapid 
decay followed by an oscillating behavior with a gradual 
decay in amplitude. Such oscillations in the autocorrelation 

UJ 

o 

o 
o 

£ .5 

fir 
oc 
O 
O 

£ 
< 

- . 5 

1.5 

FLUCTUATION TEMPORAL 
' AUTOCORRELATION COEFFICIENT 

. TURBULENCE TEMPORAL 
AUTOCORRELATION COEFFICIENT 

1200 RPU 
NO SWIRL 

- l 1 l I 

10 20 

CRANKANGLE (DEGREE) 

FLUCTUATION TEMPORAL 
" AUTOCORRELATION COEFFICIENT 
. TURBULENCE TEMPORAL 

AUTOCORRELATION COEFFICIENT 

1200 RPM 
NO SWIRL 

- . 5 
CRANKANGLE (DEGREE) 

Fig. 11 Fluctuation and turbulence temporal autocorrelation coef­
ficients at - 1 5 ° , TDC and 20° 

coefficient have been observed both in an engine simulator 
[20] and in other flow fields [28, 29], and are perhaps related 
to large scale coherent structure in the flow. 

The normalized one-dimensional power spectral density 
functions at TDC for both analyses are shown in Fig. 12. The 
main difference between the two results occurs at low 
frequency as one would have expected since the purpose of the 
cycle resolved analysis is the separation of the low frequency 
bulk motion components from the high frequency turbulence 
components. These are one-dimensional spectra whereas the 
flow field is three-dimensional, therefore part of the low 
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Fig. 12 Fluctuation and turbulence energy distribution versus 
frequency 
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Fig. 13 The effect of cyclic fluctuations in the bulk velocity on the 
fractional energy distribution 

frequency content is due to aliasing effects [16]. By removing 
the low frequency bulk motion components the cycle resolved 
spectrum shows relatively more energy at higher frequencies. 
This is shown in Fig. 13 which is a plot of the fractional 
energy distribution versus frequency. Both analyses show that 
most of the turbulent energy is below 5 KHz which 
corresponds to a sampling frequency of 10 kHz whereas the 
1/2 degree resolution encoder used in this work gave a 14.4 
kHz sampling frequency at 1200 rpm. This is consistent with 
what has been found using a stationary analysis [21] of hot 
wire measurements made in valved engines motored at ap­
proximately the same rpm. At higher frequencies, however, 
the cycle resolved spectrum shows relatively more energy, i.e., 
the cycle resolved results show that 64 percent of the energy is 
above 1 KHz while the ensemble averaged result shows only 
21 percent above 1 KHz. 

It is also useful to look at the logarithmic energy spectrum 
which is shown in Fig. 14. Neither result achieves the - 5 / 3 
slope predicted by Kolmogorov's Law of the inertial subrange 
[30] which implies that the turbulence Reynolds number is less 
than 4000 [16]. For this 1200 rpm case the ensemble averaged 
analysis overestimates the turbulence Reynolds number which 
is consistent with the previous observation that the ensemble 
averaged analysis also overpredicted the turbulence intensity. 

The standard definition of the integral time scale given 
earlier, i.e., the area under autocorrelation curve, (Fig. 15(a)), 
is obviously not applicable to the oscillating autocorrelations 
(Fig. 11) from the cycle resolved analysis. In this study three 
definitions of the integral time scale were used and compared. 
Several previous investigators [20, 23] have defined the in­
tegral time scale as the 1/e decay time of the autocorrelation 
coefficient as shown in Fig. 15(6). Another approach is to 
take the absolute value of the autocorrelation coefficient 
before integrating to determine the area, i.e., see Fig. 15(c). 
The third way is based on the decaying envelope of oscillating 
peaks as shown in Fig. 15(c0. The results obtained for the 
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Fig. 14 Logarithmic fluctuation and turbulence energy distribution 

Fig. 15 Schematic diagrams of different definitions of the integral 
time scale 

ensemble average analysis and the cycle resolved analysis 
using these three different definitions are given in Fig. 16. All 
curves show that the integral time scale is increasing or 
constant with crankangle. This is consistent with the ob­
servation made before, i.e., the correlation time is increasing 
with crankangle near TDC. This increase is due to the low-
frequency (large-scale) motions becoming more pronounced 
as the flow field relaxes [3]. 

Comparing the results of the two analyses, using the first 
definition (Fig. 15(6)), one finds that the ensemble averaged 
analysis overestimates the integral time scale by a factor of 3 
to 8. Using the second (Fig. 15(c)) and third (Fig. 15(c0) 
definitions one obtains comparable results, with the cycle 
resolved analysis predicting an integral time scale less than 
that of ensemble averaged analysis by a factor of 1.5 to 3. The 
fact that the ensemble averaged analysis overestimates the 
integral time scale is due to the contribution of the low 
frequency cyclic variation of the bulk velocity. 

Since Taylor's hypothesis is not valid in an IC engine 
running at practical speeds, due in part to the fact that the 
ensemble averaged turbulence intensity is of the same order as 
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semble averaged turbulence intensity. From this result it is 
clear that cycle resolved measurements are important for the 
accurate characterization of the turbulence intensity in an IC 
engine. The cyclic fluctuations in the time averaged tur­
bulence intensity were found to be less than 20 percent, 
therefore considerably smaller than the cyclic fluctuations in 
the bulk velocity. 

A comparison between ensemble averaged and cycle 
resolved spectral analyses has been made. Both analyses 
showed that most of the turbulence energy is contained within 
5 kHz for 1200 rpm. But the ensemble averaged analysis gives 
a low frequency bias in the energy spectrum due to the in­
clusion of cyclic variations of the bulk velocity in the non-
stationary definition of engine turbulence. Both analyses 
show that near TDC the integral time scale increases with 
crankangle. However, the ensemble averaged analysis gives a 
higher estimate of the integral time scale than that of the cycle 
resolved analysis. 
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or even larger than the bulk velocity, the length scale should 
be obtained directly from spatial correlation measurements. 
However, since such measurements are very difficult, all 
researchers [4, 21-23] to date have used Taylor's hypothesis to 
obtain length scale measurements in engines. 

Taylor's frozen turbulence hypothesis assumes that if the 
entire flow field is homogeneous and is translated with a 
constant bulk velocity, U, and if U> >u', where u' is tur­
bulence intensity, then the temporal and spatial scales of 
turbulence can be related by 

L=U'T 

The integral length scales obtained using Taylor's 
hypothesis are given in Fig. 17, where [/was taken to be the 
ensemble averaged velocity. 

Since the time scale only slightly increases with crank angle, 
the variation of Taylor's length scale with crankangle reflects 
the larger variations in the bulk velocity (see Fig. 3). That is, it 
first decreases with crankangle until around 10 deg before 
TDC, then it increases with crankangle. 

The ensemble averaged analysis overestimates the length 
scales in the same way that it does the time scales, as one 
would expect given that they were obtained using Taylor's 
hypothesis. 

Conclusions 

LDV measurements have been made in a motored engine 
operated at practical engine speeds at data rates high enough 
to allow characterization of the bulk velocity in a single cycle. 
With no swirl, the cyclic fluctuations in the bulk velocity were 
found to be very large, i.e., comparable to the ensemble 
average of the bulk velocity. The cyclic fluctuations in the 
bulk velocity resulted in ensemble averaged fluctuation in­
tensities which were 50 to 100 percent greater than the en-
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Order of Difference Expressions in 
Curvilinear Coordinate Systems 
The order of finite difference representations on general curvilinear coordinate 
systems is considered in some detail. It is shown that the uniform grid order is 
formally preserved on the nonuniform, nonorthogonal grid in the sense of the error 
behavior with an increase in the number of points. However, the coefficients in the 
series expansion may become quite large for some point distributions. Several 
specific distributions are evaluated. 

Introduction 
Numerically generated, boundary-conforming curvilinear 

coordinate systems have now become common in the 
numerical solution of partial differential equations, allowing 
very general codes to be constructed which are applicable to 
regions with arbitrarily-shaped boundaries. Surveys have been 
given in [1 and 2], and a source book with both basic ex­
position and state-of-the-art developments, [3], has recently 
become available. 

Difference representations on curvilinear coordinate 
systems are constructed by first transforming derivatives with 
respect to cartesian coordinates into expressions involving 
derivatives with respect to the curvilinear coordinate and 
derivatives of the cartesian coordinates with respect to the 
curvilinear (the metric coefficients). The derivatives with 
respect to the curvilinear coordinates are then replaced with 
difference expressions on the uniform grid in the transformed 
region. 

Considerable attention is appropriately now being focussed 
on evaluation of the truncation error of difference expressions 
on these curvilinear systems, but some misunderstandings 
have arisen regarding the identification of the true order of 
these expressions. The "order" of a diffrence representation 
refers to the exponential rate of decrease of the truncation 
error with the point spacing. On a uniform grid this concerns 
simply the behavior of the error with a decrease in the point 
spacing. With a nonuniform point distribution, there is some 
ambiguity in the interpretation of order, in that the minimum 
spacing may be decreased either by increasing the number of 
points in the field or by changing the distribution of a fixed 
number of points. Both of these could, of course, be done 
simultaneously, or the points could even be moved randomly, 
but to be meaningful the order of a difference representation 
must relate to the error behavior as the point spacing is 
decreased according to some pattern. This is a moot point 
with uniform spacing, but two senses of order on a 
nonuniform grid emerge: the behavior of the error as (1) the 
number of points in the field is increased while maintaining 
the same relative point distribution over the field, or (2) the 

point distribution over the field is changed so as to reduce the 
minimum spacing with a fixed number of points in the field. 

On curvilinear coordinate systems, then, the definition of 
order of a difference representation is integrally tied to point 
distribution functions. The order is determined by the error 
behavior as the spacing varies with the points fixed in a certain 
distribution, either by increasing the number of points or by 
changing a parameter in the distribution, not simply by 
consideration of the points used in the difference expression 
as being unrelated to each other. This point is essentially what 
is noted by Hoffman in [4]. Actually global order is 
meaningful only in the first sense, since as the minimum 
spacing is reduced with a fixed number of points in the field, 
the spacing somewhere else must certainly increase. This 
second sense of order on a nonuniform grid then is relevant 
only locally in regions where the spacing does in fact decrease 
as the point distribution is changed. 

The question of order with nonuniform spacing has 
recently been considered by Vinokur [5], Hoffman [4], and by 
Thompson [2]. Other studies of error on curvilinear coor­
dinate systems have been reported in [6-7]. The present 
discussion attempts to clarify this question. 

Order on Nonuniform Spacing 

A general one-dimensional point distribution function can 
be written in the form 

*«>-«(£) (0<£<7V) (1) 

Contributed by the Fluids Engineering Division and presented at the Fluids 
Engineering Conference, Houston, Texas, June 1983. Manuscript received by 
the Fluids Engineering Division, August 9, 1983. 

In the following analysis, x will be considered to vary from 0 
to 1. Any other range of x can be constructed simply by 
multiplying the distribution functions given here by an ap­
propriate constant. With this form for the distribution 
function, the effects of increasing the number of points in a 
discretization of the field can be seen explicitly by defining the 
values of £ at the points to be successive integers from 0 to N. 
In this form, N + 1 is then the number of points in the 
discretization, so that the dependence of the error expressions 
on the number of points in the field will be displayed explicitly 
by N. This form removes the confusion that can arise in in­
terpretation of analyses based on a fixed £ interval (0, 1) 
where variation of the number of points is represented by 
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variations of the interval A£. The form of the distribution 
function, i.e., the relative concentration of points in certain 
areas while the total number of points in the field is fixed, is 
varied by changing parameters in the function. 

The transformation of the first derivative is given by 

A fx (2). 

if / j is approximated by the second-order central difference 
expression we have, since A£ = 1 here, 

/« = l /2 ( /} + , - / , _ , ) +7-j (3) 

where 7? is the truncation error of this difference expression, 
and / ± 1 indicates points adjacent to the central point, i.e., 
indicates increments in £. A Taylor series expansion in £ yields 

Co - oo , 

n =A -1/2 £ -7/(„>+1/2 L (-
l)" 

,TTn n\ n\ 
f(n <"> 

where/(„) represents the nth ^-derivative of/. The n = 0 and 
n = 1 terms lead to cancellations, so that T% can be written 

n = - E i 

B=i (2/i + U! 
/(2/i + 1 (4) 

Using (3), the difference expression for fx on this point 
distribution is 

2xt 
(5) 

where now Tx = (l/x%) 7^ is the truncation error in this 
difference represetation of/^.. From (4) we have then 

Tr = 
1 1 

;/( (2/1+1) 
x( „f, (2« + l)! 

Here the metric coefficient, x^, is considered to be evaluated 
analytically, and hence has no error. (The case of numerical 
evaluation of the metric coefficients is considered in a later 
section.) 

Now the series in (6) cannot be truncated without further 
consideration since the ̂ -derivatives,/(2„ + i), are dependent on 
the point distribution. Thus if the point distribution is 
changed, either through the addition of more points or 
through a change in the form of the distribution function, 
these derivatives will change. Since the terms of the series do 
not contain a power of some quantity less than unity, there is 
no indication that the successive terms become progressively 
smaller. 

It is thus not meaningful to give the truncation error in 
terms of ^-derivatives of/. Rather, it is necessary to trans­
form these ^-derivatives to .^-derivatives, which, of course, are 
not dependent on the point distribution. The first ^-derivative 
follows from (2): 

h =*ifx (7) 

N o w / j , and the higher derivatives, depends on £ explicitly 
through the ^-derivatives of the metric derivatives, e.g., x(, 
and implicitly through the x-dependence of/. Thus 

d* \ at A \ dx Jt 
or, in operator form 

For example, 

d _ 3 3 
(9) 

f«=(h+Xth)f*=(Ti+x*iL)lxS' *3£ ' dx 

~xtifx+xzfi 

In general, then 

d"f 

dt" ~\dl+Xidx) J (10) 

Note here that since/has no explicit ^-dependence, we have 

(Ts+xtJi)f=Xtf'=ft 

as expected. 
The truncation error mfx can then be written, using (10) in 

(6), as 

T = - • 
1 v 

^ i 1 / 3 3 \ 2 " + 1 

XiU(2^TY.\M+XiTx) f (11) 

Note that the binomial theroem cannot be used to expand the 
power of the derivative operator here since (3/3?) and x{ 

(3/dx) do not commute, i.e., 

d£dx 

while 

(x^)(id^ 
Thus all permutations of the operator products of degree 
2n + 1 will occur in the expansion of the In + 1 power of the 
derivative operator. For example, with 2n + \ = 3, the 
following eight operator products will occur: 

(|)3'(|)2(^£)'(|)(X^)2'(X^)3' . 3 ^ \d£J \ *dx/ \d£, 

W\X(te)\Ji)'\XiJx)(T^ «> m-mu-m^ir 
. 3 ? / V ' dx/ \d%. 

But since/has no explicit ^-dependence, all of these operator 
products having a £ on the extreme right will make no con­
tribution. Therefore, of the above eight-products for the 
2/1 + 1 power term, only four need to be considered: 

(*^)(l)(^) dx/ \ 3 £ / \ ' ZXJ 

Also since there is no explicit ^-dependence in / , the following 
relations apply: 

3 \ " 1 . dmf 

[(*.*)>« dx" 

where x 

( a i ) ( * ? 3 x ) j / - * ( ' " + 1 ) ^ 

(m+1} indicates the m -f1 ^-derivative of x. Also 
7 / vm \ \(±\'(x

 dY"]f-(dY(x»< dm/\_d'(xf) d'"/ 
L W \Xidx) J J ~ W \X( dx"> ) ~ dt> dx'" .3$ 
and, 

[(*.*)'(*)" (*.*)' / 

-(*s)[ 
' r rl>" I Vn d'"(x") d"f d"j 1 

dx" J 
,d"'(x"e) d'+nf 

•=x' 
dip dx1 
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Other combinations appearing can be inferred from these. 
From these relations it follows that ((d/dx) + x^ (d/dx) ) p 

will expand to the sum of products of ^-derivatives of x, in 
each of which product the total number of ^-differentiations 
is/?. All possible combinations of ^-derivatives appear in these 
products: 

p=\ xi 

p = 2 x^,x^ 

p = 3 X j ,X j jX{ ,Xj{ j 

p = A xi,xmxi,xu ,xiixi ,xmi 

P = 5 X^ ,Xf jjfA'f ,Xf j j ^ f j ,Xf JJATJ ,X^ X^,X^Xf , 

The «-term of the series in (11) then is of the form 

i 2?V dm f 

^ m 

n of<- (16) 

depend on the distribution function, but not on the number of 
points. The series (15) is thus a power series in the inverse of 
the number of points in the field. It therefore is possible to 
truncate the series as the number of points in the field, N, 
increases, with the result 

T 
1 yA

 d'"f 
6^ tt '"* dx" 

(17) 

where, from (16), 

Am\ = 
A 

Wpi\m(m = 1,2,3) 

(2/7+1)! E C„ dx" 
17 x'$ (m = 1,2, . . . In + 1) and> as noted above ' 

(12) 

where the aim are non-negative integers on the interval (0, 
2/1 + 1) such that 

Y^ i aim=2n+l(m=l,2, . . . 2n+l) (13) 

Also 

fl/,i = 5/ ,2«+I -«;,2«+1 = (2« + 1)5,, i 

Neither the exponents, aim, nor the numerical coefficients, 
Cm, depend on the point distribution. The first and last of the 
Cm coefficients are unity: C, = C2„ + 1 = 1. In (12), x(i) is the 
/th ^-derivative of x. As an example of (12), for n = 1 we have 
the term 

VXY^YX) f 

which expands to 

T (xmfx + 3xtXftfxx+X£fxxx) 
o 

Here m = 1, 2, 3, and C) = C3 = 1, C2 = 3, and a13 = 3, ai2 

= ff22 = *3i = 1. W l t n a ' l t n e other aim being zero. In trie 
general case, as in this example, the 2n +1 products that are 
summed to construct the H-term of the series will each contain 
2n +1 ^-differentiations. 

Order With Fixed Distribution Function. Now from the 
form of the distribution function (1), it is clear that 

D, 
*«> ~ ^ r (14) 

where the coefficient D, does depend on the point distribution 
function of (1), but not on the number of points, N. 
Therefore, in (12), 

2/1+1 2 « + l / n \ a -*-.-*• 

11 x"w= 11 {JTT)
 = ~krr 

1=1 1=1 N j v \ - i 

In +1 In + 1 

lim 

1 / = 1 
II DV II W 

E '«// 
TV2"-1 

by (14). The truncation error in the difference expression for 
fx then is 

2 « + l 

Tr V 1 V A 

r< (2n+DIN2" ,ir. ,f̂ , (2/7+1)L, m = 1 

where the coefficients, A„,„, given by 

d'"f 

dx"' 
(15) 

C, =C3 = l ,C 2 =3 ,a 1 3 =3 ,a 1 2 =a 2 2 =a 3 , =1 

and all other aim are zero. Thus 

The truncation error of the difference expression (5) can then 
be written, using (14), as 

1 ^Vw r r 
xy xxx (18) 

The first two terms arise from the nonuniform spacing, while 
the last term is the familiar term occurring with uniform 
spacing as well. 

From (17) it is clear that the difference represenation (5) is 
second-order regardless of the form of the point distribution 
function in the sense that the truncation error goes to zero as 
1/N2 as the number or points increases. This means that the 
error will be quartered when the number of points is doubled 
in the same distribution function. Thus all difference 
representations maintain their order on a nonuniform grid 
with any distribution of points in the formal sense of the 
truncation error decreasing as the number of points is in­
creased while maintaining the same relative point distribution 
over the field. 

The critical point here is that the same relative point 
distribution, i.e., the same distribution function is used as the 
number of points in the field is increased. If this is the case, 
then the error will be decreased by a factor that is a power of 
the inverse of the number of points in the field as their 
number is increased. Random additions of points will, 
however, not maintain order. This point has also been noted 
by Hoffman in [4], In a practical vein this means that a 
solution made with twice the number of points as another 
solution will exhibit one-fourth of the error (for second-order 
representations in the transformed plane) when the two 
solutions use the same point distribution function. However if 
the number of points is doubled without maintaining the same 
relative distribution the error reduction will not be as great as 
one-fourth. 

From the standpoint of formal order in this sense, then, 
there is no need for concern over the form of the point 
distribution. However, formal order in this sense relates only 
to the behavior of the truncation error as the number of points 
is increased, and the coefficients A,„„ in the series (15) may 
become large as the parameters in the distribution are altered 
to reduce the minimum spacing with a given number of points 
in the field. Thus, although the error will be reduced by the 
same order for all point distributions as the number of points 
is increased, certain distributions will have smaller error than 
others with a given number of points in the field, since the 
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coefficients in the series, A„,„, while independent of the 
number of points, are dependent on the distribution function. 

Since the numerical coefficients, Cm, in (16) do not depend 
on the distribution function, the quantities of concern for the 
fl-term of the series (15) are 

1 

A 

1 

Nxf 

Yl Dfim(m = \,2 2/7 + 1) 
i = l 

2 n + l 

Yl Nia<mxu)"
im 

;'=1 

2 n + l 

1=1 / = i v xi ' 

(19) 

Now at least one aim must be greater than or equal to unity for 
each m, and therefore the exponent of Nx$ in the above ex­
pression is not negative. Since the aimd do not depend on the 
distribution function, we are lead by (19) to compared 
distribution functions on the basis of behavior of the 
following quantities as the minimum value of x{ on the field 
goes to zero with fixed TV: 

Nxt and ^ (/ = 1,2, . . . , 2n + 1) (20) 

Now for uniform spacing we have D, = 0 for / > 2, and then 
by (16), alMm„ are zero except A2„ + [y„, which is given by 

A C 2" + 1 
l2n+l,n — 

A 
.D,"l,2;i+1 

Thus the contribution to the truncation error that remains 
with uniform spacing arises from the m = In + 1 term of (15). 
The ratio of the coefficients Amn to the coefficient A2„ + it„, 
corresponding to the uniform spacing error, is then, from (16) 
and (14). 

n A-

ca n A*.* 
2n+ l 2 n + l . . 

n A-=C,„ n ^ " 
Note that this ratio is the ratio of the coefficient of d'"f/dx'" 
to that of fx in the n-term, i.e., the (1/TV)2" + 1 term, of the 
series (15) for the truncation error. The ratios of the terms 
arising from the nonuniform spacing to that from the spacing 
itself in the n-term of the truncation error expansion (15) as a 
power series in the inverse of number of points are then 

d'"f 

dxm 

d2"+,f 

dx2n + 1 

= C 

dmf 

dxm 

dx2n" 

n ^ (22) 
:-i \ Xt / 

Order With Fixed Number of Points. The above con­
siderations have been concerned with order in the formal 
sense of the truncation error being reduced by a factor equal 
to a power of TV as the number of points in the field is in­
creased, while maintaining the same relative point 
distribution. It has been shown that all point distributions 
maintain formal order in this sense, but that some 
distributions may be superior to others with a given total 
number of points in the field. Also, comparisons, may be 
made on the basis of the magnitude of the series coefficients, 

ultimately through the quantities given in (20). All this was 
based on a series expansion of the error in ascending inverse 
powers of the number of points in the field, TV. 

An alternate sense of order for point distributions is based 
on expansion of the truncation error in a series in ascending 
powers of the spacing, x ? . This can be developed from the 
series given above as (15), but withZ>, from (14) substituted in 
the expression for Amn given by (15): 

"A IT (A ,̂))"'' 

C 

IT, n [(-*-)'*»]* 
But, by (13), 

2n+l 
2« + i £ ia\m 

Y l £>,>""» = A ,=1 = A 2 " + 1 

so that 

/ = i v xi ' 

2!1±} / v \ < 

-cm(Nx,f- n (*?-) 
Then the series (15) becomes 

7>-E (2n+l ) ! E B„ 
d'"f 

dxm 

where 

2" + 1 / v \ a n (¥-)' 
i = i v xi ' 

(23) 

(24) 

(25) 

,„„, may be 
with a fixed 

Recall that the numerical coefficients, C,„, and the exponents, 
aim, do not depend on the distribution function. However, in 
contrast to the series of (15), the coefficients, B 
dependent on the variation of the spacing, xit 

number of points. The series here is therefore not a power 
(21) series in x^, and cannot be truncated unless the coefficients, 

Bm„, are bounded as the spacing goes to zero with a fixed 
number of points. A sufficient condition for this is that the 
quantities involved in the ratio of the coefficients to that 
arising with uniform spacing, i.e., (22), 

' < / ) 
x\ 

( '=1,2, ,») (26) 

be bounded as x^ goes to zero with fixed TV. Where this is the 
case, the order of the difference representation is maintained 
with the non-uniform point distribution in the sense that the 
truncation error is reduced by a factor equal to a power of the 
spacing as the spacing is decreased with a fixed number of 
points in the field. 

In the specific distribution functions to be considered 
below, it will be seen that it is possible for the quantities of 
(20) to be larger than those of (26), but for most functions the 
reverse is true. The difference between these two approaches 
to order should be kept clear. The first approach concerns the 
behavior of the truncation error as the number of points in the 
field increases with a fixed relative distribution of points. The 
series here is a power series in the inverse of the number of 
points in the field, and formal order is maintained for all 
point distributions. The coefficients in the series may, 
however, become large for some distribution functions as the 
minimum spacing decreases for any given number of points. 
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Table 1 Coefficients at minimum spacing 

FUNCTION 

Exponential: 
.«_-! 
e - 1 

Hyperbolic , tanh g(l - Q 
Tangent ' tanh a 

Hyperbolic t ajnh a£ 
Sine * sinh a 

Error . erf a(l - £) 
Function ' erf a 

Tangent : ^ - ^ - (0 < a < £) 
tan a - - 2 

Arctangent : 1 tan q ( l - I) 

tan a 

Sine : 1 -
sin q ( l - Q 

s in a 

NS 

e - 1 

2c. 
sinh2a 

(0 < a < j ) 

Log • i - < ° t l + a d - $ ) ] 
L O g • l £ n ( l + a) 

Inverse . - 1 r 
Hyperbolic : . t a n n °* (0 < a < 1) 
Tangent tanh a 

Quadratic : o£ + (1 - a)l (0 < a < 1) 

2 a e " 
^ - e r f a 

<tf\, 

2atanh a 

a ( 3 ) ) 

2a 2 (3tanh 2 a - 1) 

2 _i 
(1 + a )tan a 

(1 + a )*n( l + a) 

tanh - a 

2a 

2 a 

1 + a 

1 + a 

2 • 2 
2a (2a - 1) 

2<i 

2 2 
2a*(3a / - 1) 

2 2 (1 + a V 

2a 

(1 + a ) ' 

2(1 - a) 

2 a ' 

( L ( 2 ) ) 
a s >o 

8 - 1 

2sinh a 

a(3>) 

» ' 

i (3tanh2a - l ) s i n h 2 2 a 

Inn a 

a2 » 2 a2 2 
/?T ae erfa) j<2a - 1) (e erf a) 

2 
2tan a 

2atan a 

, 2 tan a 

£n(l + a) 

2(3a2 - l)(tan_:1a)2 

2 
tan a 

2[£n(l + a)]' 

2(tanh-1a)2 

2(1 - a) 

Exponential 

Hyperbolic 
Tangent 

Hyperbolic 
Sine ! 

Error 
Function 

Tangent : 

Arctangent : 

Sine : 

log : 

Inverse 
Hyperbolic : 
Tangent 

Quadratic : 

(u<2)) 

same (uniform) 

same (£ • 0) 

a tanh a {{ • 1) 

same (C • 0) 

2atana (£ - 1) 

" ^ n f? . 1 I X 1 
i /3 a 

sane (? « 0) 

a {l - 1) 

, 2 
- k - r (5 - 1) . 
1 - a 

sane ( ( - 0) 

Table 2 Maximum coefficients 

U<3)) N max 

same (uniform) 

same (£ - 0) 

same (uniform) 

same (£ » 0) 

2a 2 (3tan 2 a + 1) 

9 2 , - »T 1 
3 a U " 1 + 3 ") 

Bame (uniform) 

2a2 a - 1) 

2°2<3°V2
1) « - « 

(1 - a ) 

same ( ( - 0) 

a(2)) 
S 'max 

same (£ • 0) 

same (£ «* 0) 

^ sinh a (s inh nC » 1) 

same (C ** 0) 

tan a (£ - 7—) 

same 

same (£ •» 0) 

same (uniform) 

2atanh"1a (£ - 1) 

same (£ • 0) 

a<3>> 
5 max 

same (£ • 0) 

same (£ • 0) 

same (£ » 0) 

same (£ » 0) 

9 2 - 1 
7- tan a (tan a£ " ) 

* /r 
same 

same (5 " 0) 

same (uniform) 

2(3a2 + l ) ( t a n h - 1 o ) 2 (I -

same (£ » 0) 

1) 

MOTE: lame' indicates maximum value la sane as value at X " 0. 
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Table 3 Coefficients as minimum spacing approaches zero 

Exponen t i a l : 

Hyperbol ic 
Tangent 

Hyperbol ic 
Sine : 

Error 
Funct ion 

Tangent : 

Arc tangent : 

Sine : 

Log : 

I nve r se 
Hyperbol ic : 
Tangent 

Q u a d r a t i c : 

<"NI 

0 

2&<Nlf> 

0 

2 

, 2 1 
4 NS 

1 

0 

2 
NS 

«"IS>2 

< ^ > 2 

*<*" ^ 

2 
IT 

2 

6 

2 
IT 

4 

2 

2 ( 1 - NS) 

0 

( L ( 2 ) ) 

1 
NS 

1 
NS 

0 

/T7 I 
2 NS 

0 

2 
NS 

±L ( i ) 2 

4 W 
1 

NS 

0 

2( i ) 2 

( L ( 3 ) ) 

l N S ' 

(•V 
VNS' 

(JL)2 
VNS' 

I ( i ) 2 

4 VNS ; 

2 1 N S ' 

«tf 
4 W 

2 ( ^ ) 2 

2(CantT 1 o) 2 

0 

lLN ;max 

same 

same 

*» SI 

same 

T,2 1 

2 NS 

/ I 1 
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Evaluation of particular distribution functions in this ap­
proach is based on the quantities of (20). The other approach 
concerns the behavior of the error as the minimum spacing 
decreases with a fixed number of points in the field. 
Distribution functions satisfying the conditions (26) maintain 
order in this second sense and can be compared on the basis of 
these quantities. This second sense of order is thus more 
stringent. The conditions of (26) seem to be unattainable, 
however, 

Conditions equivalent to those given in (20) for comparison 
of distribution functions were also obtained by Vinokur in [5] 
from consideration of appropriate length scales in regions of 
large gradients. (In that analysis the transformed variable, £, 
is normalized to the interval (0, 1) so the number of points in 
the field does not appear explicitly. The correct interpretation 
of the results of [5] with the present form of distrifunction is 
the conditions of (20) and not as given in [2] where the iV'"1 

factor was omitted.) 

Evaluation of Distribution Functions 

As an example of the application of the measures of order 
discussed above, ten distribution functions were analysed with 
specified spacing at £ = 0 . The functions and the coefficients 
discussed above are listed in Tables 1-3, using the following 
notation: 
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Fig. 1 L)j and L§ £(/' = 2, 3) at point of minimum spacing (£ : 
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Fig. 2 Maximum values of Lfi and L§' (/ = 2, 3) 

Fig. 3 Variations of L]j and Ly over the field for minimum spacing of 
1 0 _ J 

with the subscripts 0 and TV indicating evaluation at J = 0 and 
N, respectively. The table both the values of the coefficients, 
LN and Ls, at the points of minimum spacing, i.e., f = 0, and 
the maximum values, together with the location of the 
maximum. The relation of these coefficients to the produce 
NS as the minimum spacing S, approaches zero is also given. 
Plots of the coefficients at £ = 0 and the maximum values of 
the coefficients against the minimum spacing are given in 
Figs. 1 and 2. The variation of the coefficients over the field is 
shown in Figs. 3 and 4. The first of these shows the entire field 
for a minimum spacing of 10 ~3, while the second gives detail 
of the region near the minimum spacing (£ = 0) for a 

(c) (d) 

Fig. 5 Point distribution 

minimum spacing of 10 -6 . The behavior of the coefficients is 
qualitatively the same for different values of the minimum 
spacing. Finally, Fig. 5 shows the variation of £ with x, i.e., 
the point distribution, the entire field being shown for 
minimum spacings of 10~3 and IO"6, while detail of the 
region near the minimum spacing (£ = 0) is shown for 
minimum spacings of 10~6 and 10~9. Here the ordinate, £, 
can also be interpreted as the fraction of the total number of 
points that fall between x = 0 and the local value of x. 

From Fig. 5(b) it is clear that, of the functions considered 
here, only the exponential, the hyperbolic sine, the hyperbolic 
tangent, and the error function are suitable as point 
distribution functions with very small minimum spacing. The 
quadratic and sine functions do not actually achieve the 
specified spacing of 10"6, and the rest of the functions 
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concentrate essentially all of the points at the left boundary. 
The error function gives the smoothest coverage of the field. 
The hyperbolic tangent is next in this regard, while the ex­
ponential and hyperbolic sine give about the same 
distributions in most of the field. Of the four suitable func­
tions the hyperbolic sine concentrates more points near the 
minimum spacing, i.e., the left boundary. This function also 
gives the most nearly uniform point distribution in the region 
of high concentration, since the second derivative, and hence 
L$ and L^ , vanishes at £ = 0. This vanishing second 
derivative also occurs with the tangent and arctangent, but 
these functions concentrate too many of the points near the 
left boundary. 

The plots of the coefficients over the field, Figs. 3 and 4, 
show L$ for the hyperbolic sine rising rapidly from zero to 
quickly level off just above the uniform value for the ex­
ponential. The hyperbolic tangent, by contrast, falls from a 
value close to that at which the hyperbolic sine levels off. The 
error function starts a bit higher than the hyperbolic tangent 
but falls faster. All four of these functions give essentially 
uniform values of the coefficient L<$ in the region extending 
100 times the minimum spacing from the left boundary, cf. 
Fig. 4(a), except for the initial rise from zero that occurs for 
the hyperbolic sine in the region extending 10 times the 
minimum spacing from the boundary. The value that occurs 
for the error function is about twice that for the others. 
Outside this boundary layer region near the left boundary, the 
hyperbolic tangent and the error function drop off to zero, 
while the exponential and hyperbolic sine remain uniform. 
Thus the hyperbolic sine has the best behavior very near the 
minimum spacing, while the error function, followed closely 
by the hyperbolic tangent, behaves best outside the boundary 
layer region. The error function is, however, a bit higher than 
the others within the boundary layer. Note that the ex­
ponential, although a suitable distribution function, main­
tains the uniform value near that from which the hyperbolic 
tangent drops off, and therefore the exponential is never as 
good as the hyperbolic tangent in regard to the coefficient 
Lff . The trends for L$ are essentially the same as for L$ , 
except that now the value for the hyperbolic sine is uniform, 
so that this function has no advantage in regard to L$ . 

For the coefficient L^2' , all four functions give very nearly 
the same values within the boundary layer, except for the 
rapid initial rise from zero that occurs for the hyperbolic sine 
and a slightly larger initial value occurring for the error 
function. Outside the boundary layer the values for the error 
function and the hyperbolic tangent drop off to zero, the drop 
being a bit faster for the error function, while the values for 
the exponential and hyperbolic sine drop off together to a 
nonzero value. Again the behavior of L^ is qualitatively the 
same. 

It thus appears that the following conclusions can be 
reached on the basis of these coefficients: 

(1) The exponential is not as good as the hyperbolic 
tangent and therefore should not be used. 

(2) The hyperbolic sine is the best function in the lower 
part of the boundary layer. Otherwise this function is not as 
good as the hyperbolic tangent. 

(3) The error function and the hyperbolic tangent are the 
best functions outside the boundary layer. Between these two 
the hyperbolic tangent is the better within the boundary layer, 
while the error function is the better outside. 

(4) The logarithm, sine, tangent, arctangent, inverse 
hyperbolic tangent, quadratic, and also the inverse hyperbolic 
sine (not included in Table 1 or the figures) are not suitable. 

Figures 1 and 2 show that the variations of both /,#> and 
LP with the minimum spacing are essentially the same for all 
four of the suitable functions (except that L$> and L^ at £ = 
0 remain zero for the hyperbolid sine). These figures also 
show that consideration of the vlaues at £ = 0 only would be 

deceptive, leading incorrectly to preference for the tangent 
and arctangent, both of which are shown by the other figures 
to be unsuitable. Finally, Fig. 2 shows that the four suitable 
functions do in fact preserve order in the sense of variation of 
truncation error as the number of points in the field increases, 
since L^ has only small variation with the minimum 
spacing. The same cannot be said, however, for order in the 
sense of variation of the error as the minimum spacing 
decreases with a fixed number of points. In fact, Figs. 2(c) 
and (c0 show that the logarithmic slope of L^ is near - 1 for 
these functions, and hence the order is strictly only first in this 
sense (since the Z,£° are the coefficients of the x\ term in the 
error expansion). 

Vinokur [5] considered all of the functions included here, 
except the exponential, logarithm, and quadratic, and also 
considered the arcsine, which was found to be unsuitable. As 
noted above, the anlaysis of that reference is based on the 
quantities L$ . Vinokur also shows how to use a basic 
distribution function, with specified slope x5 at one bound­
ary, to construct a distribution function that allows the slope 
to be specified at both boundaries. Forms that allow the slope 
to be specified at an interior point are also given. 

Although, as has been shown, all distribution functions 
maintain order in the formal sense with nonuniform spacing 
as the number of points in the field is increased. The results 
obtained for these particular distribution functions show that 
considerable error can arise with nonuniform spacing in 
actual applications. Recall that the ratio of the coefficients 
from the nonuniform spacing in the series (15) to the coef­
ficient arising from spacing itself is given by (22), which with 
the definitions of LP gives the following bound for this 
ratio: 

d'"f d'"f 
A HY'" dvm 2" + l 

A2n+i,n d2"+if Cp"+if f=2 
dx2" + { dx2n+l 

The n = 1 term then yields, for the coefficients involved in the 
leading term of the series (15): 

^M3 Jx j n) Jx ^23 JXX o r (2) J xx (7R\ 

^* 31 J xxx J xxx **• 31 J xxx J xxx 

Now a typical case involving a boundary layer might have 100 
points with a minimum spacing of 10~6 relative to a 
maximum field extent of unity. Thus TV = 102, S = 10"6, and 
NS = 10~4. Then for 

s \NSJ 
as for the best of the functions considered, we have 

£g> =104,Lg» =108 

and then the ratios of the error from the nonuniform spacing 
to that which arises from the spacing itself are, approximately 

1 0 8 ^ - and 1 0 4 ^ -
J xxx J xxx 

Since the error term from the spacing here is S2fxxx = 10 ~ 
12Jxxx' the error terms due to the nonuniform spacing are 

10-4/; and lO^fxx 
as compared with I0~i2fxxx due to the spacing. Now for the 
same number of points with uniform spacing we would have a 
spacing of 10"2 and an error of 10~4fxxx. Thus the error due 
to the nonuniform spacing in this case is well below what 
would occur on a uniform grid with the same number of 
points, except for thefx term. (It will be shown below that this 
term can be eliminated from the truncation error by 
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evaluating the coordinate derivatives numerically rather than 
analytically.) 

This example shows that the contributions to the error from 
the nonuniform spacing are significant and must be con­
sidered. While the contribution form the spacing itself 
decreases with the spacing, the contributions from the 
nonuniform spacing increase as the spacing decreases, for very 
small spacings. 

Effect of Numerical Metric Coefficients 

All of the above considerations have assumed that the 
derivatives of x with respect to £ are evaluated exactly. If the 
coordinate derivative, x(, in the difference expression (5) is 
evaluated numerically by the same central difference ex­
pression used for /we have, in place of (5): 

/. Ji+l Ji~\ j _ T' 

With x expanded in Taylor series we have 

Jc1-+1-x,_1=2xt+2]C {^l\)X 

Using this and (5) in (29) we then have 

A = 
fx~Tx 

1 

x( „% (2n + l)l 

+ T' 

(29) 

(30) 

(31) 

Now the / x term of Tx corresponds to m = 1 in (15): 

~ , (2«+l)!7V2" 

and by (16), 

- ^ 1 1 7 " 

D, 

2n+l 

£ DP 

But Cj = 1 and an = bn„ + \, as given above, so that, using 
(14), 

Then the coefficient of/x in Tx is 

i V* *(2n + l) 

x( ~ , (2n + l)! 

and, for use in (31), we have 

A-w-(.^Ej^r) 

T 1 y A dmf 

dxm 

But the coefficient of fx on the right here is exactly the 
denominator in (31), so that, using (14) in this denominator, 
we have the following expression for the truncation error in 
the difference representation (29): 

T ' • • 

y J y A — 
^ (In + iy.N2" ,M, '"" dx" 

dmf 

1 + 
1 Dln+l 

(32) 

D, flfi.(2n+l)!JV2B 

The lead term of the error then is 

1 
6N2 Lj A" 

d"'f 

m = 2 " • * 

which is the same as (17), except that the lower limit of m is 2 
in the present case. This can finally be written as 

T'x— ;r xafxx T xifxxx (33) 

Thus the use of numerical evaluation of the coordinate 
derivative, rather than exact analytical evaluation, eliminates 
the fx term from the truncation error. Since this term is the 
most troublesome part of the error, being dependent on the 
derivative being represented, it is clear that numerical 
evaluation of the metric coefficients by the same difference 
representation used for the function whose derivative is being 
represented is preferable to exact analytical evaluation. It 
should be understood that there is not incentive, per se, for 
accuracy in the metric coefficients, since the object is simply 
to represent a discrete solution accurately, not to represent the 
solution on some particular coordinate system. The only 
reason for using any function at all to define the point 
distribution is to ensure a smooth distribution. There is no 
reason that the representations of the coordinate derivatives 
have to be accurate representatives of the analytical 
derivatives of that particular distribution function. 

Two-Dimensions. The two-dimensional transformation of 
the first derivative is given by 

A = j (yv A -ye A) (34) 

where the Jacobian of the transformation is 

J=xiy„ -x„y( 

With two-point central difference representations for all 
derivatives, we have 

(35) 

where 

&tf=fi+ij-f<-ij V = A ; + i -fij-i 
and Tx is the truncation error. After expansion of all 
quantities in Taylor series about the central point and con­
siderable algebraic manipulation, we have for the leading 
term of the truncation error 

Tx~ -z~j (y^x^x^ —x^y^x^fxx 

+ ^(yiy,)(y,r,-ytt)fyy 

+ -^jly^^-x^) +xvyiym-xiynyi(\fxy 

+ second-order terms in the spacing (36) 

where the coordinate derivatives are understood to represent 
central differences expressions, e.g., 

1 l 

xi — — (xj+xj — Xj^\j) ,xv — — (Xjj+i * / , . / - 1 

x(( ~xi+\,j 2Xjj +Xj^\j 

xnn ~xi,j+\ ^xij <Xjtj^\ 

These contributions to the truncation error arise from the 
nonuniform spacing. The familiar terms proportional to a 
power of the spacing occur in addition to these terms as noted. 

Sufficient conditions can be stated for maintaining the 
order of the difference representations. First of all, as in the 
one-dimensional case, the ratios 
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xt( yg xm y<n 
x\ ' y2 ' x2 ' y2 

must be bounded as x(, xn, y(, yv approach zero. A second 
condition must be imposed which limits the rate at which the 
Jacobian approaches zero. This condition can be met by 
simply requiring that cotfl remain bounded, where d is the 
angle between the £ and -n coordinate lines. The fact that this 
bound on the nonorthogonality imposes the correct lower 
bound on the Jacobian follows from the fact that 

Icot6»I <M (37) 

implies 

72 ~ WT\ ^ + x ^ ' + x ^ +^]' 
With these conditions on the ratios of second to first 
derivatives, and the limit on the nonrothogonality satisfied, 
the order of the first derivative approximations is maintained 
in the sense that the contributions to the truncation error 
arising from the nonuniform spacing will be second-order 
terms in the grid spacing. 

The truncation error terms for second derivatives that are 
introduced when using a curvilinear coordinate system are 
very lengthy and involve both second and third derivatives of 
the function/. However, it can be shown the same sufficient 
conditions, together with the condition that 

- ^ and ^~ 
x(xv y*y* 

remain bounded, will insure that the order of the difference 
representations is maintained. 

It was noted above that a limit on the nonorthogonality, 
imposed by (37), is reuired for maintaining the order of 
difference representations. The degree to which nonor­
thogonality effects truncation error can be stated more 
precisely. The truncation error for a first derivative/,, can be 
written 

Tx=^{y„Ti-yiTll) 

where Tt and Tv are the truncation errors for the difference 
expressions/j and/, . Now all coordinate derivatives can be 
expressed using direction cosines of the angles of inclination, 
$j and $, of the £ and ij coordinate lines. After some sim­
plification, the truncation error has the form 

1 / T T \ Tx= -^~7i T\ (sin<£ c o s 0 t — ^ - s i n ^ c o s ^ — M (38) 
sin((/>„-(/>f) V x( " x, / 

Therefore the truncation error, in general, varies inversely 
with the sine of the angle between the coordinate lines. Note 
that there is also a dependence on the direction of the coor­
dinate lines. To further clarify the effect of nonorthogonality, 
the following example is included. For simplicity, only the 
truncation error terms arising from nonuniform spacing are 
considered. 

The contribution from nonorthogonality can be isolated by 
considering the case of skewed parallel lines with x, = xm = 
xiv = y& = >«, = 0 

Here (36) reduces to 

Tx=~~2 Xiifxx + Y ( ^ 7 ' y " fyy~~2\~xjri(fxy 

Since cot0 = (y^/x(), this may be written 

Tx=~Y Xi^xx + T(y""fyy ~~Xiifxy) cote (39) 

The first term occurs even on an orthogonal system and 
corresponds to the first term in (33). The last two terms arise 
from the departure from orthogonality. For 6 < 45 deg, these 
terms are no greater than those from the nonuniform spacing. 
Reasonable departure from orhtogonality is therefore of little 
concern when the rate-of-change of grid spacing is 
reasonable. Large departure from orthogonality may be more 
of a problem at boundaries, where one-sided difference ex­
pressions are needed. Therefore, grids should probably be 
made as nearly orthogonal at the boundries as,is practical. 
Note that the contribution from nonorthogonality vanishes on 
a skewed uniform grid. 
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Prediction of Turbulent Rough-Wall 
Skin Friction Using a Discrete 
Element Approach 
A discrete element model for turbulent flow over rough surfaces has been derived 
from basic principles. This formulation includes surface roughness form drag and 
blockage effects as a constituent part of the partial differential equations and does 
not rely on a single-length-scale concept such as equivalent sandgrain roughness. 
The roughness model includes the necessary empirical information on the in­
teraction between three-dimensional roughness elements and the flow in a general 
way which does not require experimental data on each specific surface. This em­
pirical input was determined using data from well-accepted experiments. Predic­
tions using the model are compared with additional data for fully-developed and 
boundary layer flows. The predictions are shown to compare equally well with both 
transitionally rough and fully rough turbulent flows without modification of the 
roughness model. 

Introduction 
Skin friction can be significantly larger for turbulent flow 

over a rough surface as compared with an equivalent tur­
bulent flow over a smooth surface. Many systems of 
engineering interest, such as re-entry vehicles, missiles, air­
craft, ships, turbines, heat exchangers, piping networks and 
atmospheric flows, have surfaces which are often rough in the 
aerodynamic sense. Therefore, there is significant interest in 
accurate predictive models for turbulent flows over rough 
surfaces. 

In turbulent flow analysis, use of time-averaged equations 
leads to the necessity of formulating a turbulence model with 
empirical input to achieve closure. A similar situation exists in 
analysis of flow over rough surfaces. Unless the equations can 
be solved on a grid which is fine enough to resolve the surface 
roughness geometry, a roughness model with empirical input 
is necessary. 

There are two general approaches which have been used in 
formulating the required roughness models—the classic 
equivalent sandgrain roughness approach and the discrete 
element approach. Both of these are discussed in detail by the 
authors in reference [1]. A brief summary is presented below. 

Equivalent Sandgrain Roughness Approach. Schlichting [2] 
first proposed the equivalent sandgrain roughness (ks) 
concept and experimentally determined ks for a variety of 
rough surfaces. He defined ks as the size of sandgrain in 
Nikuradse's [3] pipe flow experiment which would give the 
same skin friction as that observed on a particular rough 
surface. One problem in using this approach is determining ks 
for a specific surface of interest when no skin friction data are 
available for that surface. Dvorak [4], Simpson [5] and 
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Dirling [6] all presented correlations which essentially allowed 
ks to be determined based on various geometric characteristics 
of the roughness elements on the surface. These correlations 
suffer from two basic problems: (1) they do not correlate the 
available data well, and (2) they rely primarily on 
Schilchting's experimental results. The authors [7] have 
shown that, due to erroneous assumptions in data reduction, 
Schlichting's results for skin friction are high by amounts 
ranging up to 73 percent and his results for ks are high by 26 
to 555 percent. In addition, the idea that the effects of all 
surface roughnesses can be modeled using a single length scale 
(ks) has not been successful in application [1]. 

The equivalent sandgrain roughness concept has been used 
in predictive modeling through algebraic correlations, integral 
methods, and differential (finite difference) methods. Typical 
of the differential methods are those of Healzer [8], Cebeci 
and Chang [9], and Ligrani [10]. 

Discrete Element Approach. In the discrete element ap­
proach, the effects of a collection of individual roughness 
elements on the flow are generally considered by including a 
form drag term in the momentum equation and accounting 
for the blockage effect of the roughness elements on the flow. 

In the same paper [2] in which Schlichting introduced the 
equivalent sandgrain roughness approach, he proposed that 
the flow resistance of a rough surface be divided into two 
components—that due to the form drag on the roughness 
elements and that due to the viscous shear on the smooth 
surface area between the roughness elements. He used these 
ideas in a brief, simple analysis of some of his experimental 
data, but evidently carried the idea no further. Later, Liep-
mann and Goddard [11] took this viewpont, as did Lewis [12]. 
Adams and Hodge [13] used a form drag term coupled with a 
turbulence model which depended on ks, while Lin and 
Bywater [14] included both roughness element form drag and 
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Fig. 1 Control volume for flow over a rough surface 

blockage effects combined with turbulence models which 
depended on ks. 

Finson and his co-workers [15, 16, 17] presented results 
using a discrete element approach coupled with a turbulence 
model which contained no sandgrain roughness dependence. 
The earliest work [15] did not include the blockage 
phenomenon. The later works [16, 17] included both blockage 
and form drag effects. In their approach, the blockage factors 
were applied somewhat inconsistently in the equations, with 
blockage factors considered functions of y in some terms and 
not in others. An incorrect formulation of the blockage in yz 
planes was used, with the maximum blockage rather than an 
x-direction averaged blockage appearing in the model. 

Christoph and Pletcher [18] and Christoph [19] used 
Finson's discrete element model, but included additional 
roughness effects in a mixing length turbulence model. The 
equation used for determining skin friction coefficient 
contained blockage effects in a manner inconsistent with the 
usage in the differential equations. That is, the expression for 
Cf which would be obtained by integrating the differential 
equation across the boundary layer is not consistent with the 
equation actually used to determine Cf. 

In the discrete element approaches discussed above [13-19], 
the roughness models were formulated by adding terms to 
equations and multiplying various terms in the equations by 
factors determined in an ad hoc manner. In addition, the 

calibration of the roughness element form drag model was 
based primarily on Schlichting's skin friction data [2] as 
originally reported, which has been shown [7] to be high by 
amounts ranging up to 73 percent. 

The Discrete Element Roughness Model 

The discrete element model presented in this article is 
formulated for roughness elements with three-dimensional 
shapes (as opposed to transverse ribs, for example) for which 
the element cross-section can be approximated as circular at 
every height, y. The physical effects of roughness on the flow 
field are modeled by considering the blockage effect of the 
roughness elements and the drag forces which the roughness 
elements exert on the fluid. In the following, attention is 
restricted to roughness elements of uniform shape and 
spacing. Formulations for the case of general three-
dimensional elements of random shape, height and spacing 
are presented in the Appendix. 

Derivation of the Differential Equations. The differential 
equations including roughness effects are derived by applying 
the basic conservation statements for mass and momentum to 
a control volume (CV) such as that shown in Fig. 1. This CV is 
shown with an exaggerated length, Sx, in the primary flow 
direction as an aid in correctly formulating the roughness 
effects. The CV includes all the fluid in the volume and, as 
shown, is penetrated by solid roughness elements. 

Basic to this approach is the idea that the two-dimensional, 
time-averaged turbulent boundary layer equations can be 
applied in the flow region below the crests of the roughness 
elements. Therefore, the flow variables must be viewed as 
having been averaged over the transverse (z) direction and 
averaged in the longitudinal (x) direction over an appropriate 
A: distance. 

The physical effects of the roughness elements on the flow 
field are modeled by considering the flow blockage and by 
postulating that the total force of the elements on the flow can 
be incorporated as a drag force. As is evident in Fig. 1, the 
areas available for mass and momentum transport in the yz-
plane (Ax) and the xz-plane (Ay) are decreased by the presence 
of the roughness elements. The areas on which shear stresses 
and pressures act are decreased in the same manner. This 
blockage effect is included using blockage factors (3X and j3y, 
which are defined as the fraction of the area open for flow 
through the yz and xz planes, respectively. Note that in the 
most general case the blockage factors are functions of x and 
y-

Nomenclature 

Ap = projected area of a roughness 
element segment 

A v = area in .yz-plane open to flow; 
Fig. 1 

Ay = area in xz-plane open to flow; 
Fig. 1 

CD = roughess element drag coef­
ficient defined in equation (1) 

Cf = skin friction coefficient defined 
in equation (7) 

d = local roughness element 
diameter 

FD = local drag force due to a 
roughness element 

k = roughness element height 
ks = equivalent sandgrain 

roughness 
/ = roughness element spacing in z-

direction; Fig. 1 
/,„ = Prandtl mixing length 

L 

P 
Re 

K 
u 

U 
u' 
u* 

ue 
ux V 

V 
v' 

X 

y 

= roughness element spacing in x~ 
direction; Fig. 1 

= pressure 
= Reynolds number 
= shear stress ratio; equation (14) 
= velocity component in x-

direction 
= time mean value of u 
= turbulent fluctuating value of u 
= friction velocity; ~4TTIP 
= boundary layer edge velocity 
= free stream velocity 
= velocity component in y-

direction 
= time mean value of v 
= turbulent fluctuating value of v 
= streamwise coordinate; Fig. 1 
= coordinate normal to surface; 

Fig. 1 

y + 

z 
Pr 
0v 

5 
8x 

Sy 

A* 
V 

p 
T 

Tr 

Ts 

TT 

= nondimensional j>; yu*/v 
= transverse coordinate; Fig. 1 
= blockage factor for .yz-surface 
= blockage factor for xz-surface 
= boundary layer thickness 
= control volume dimension; 

Fig. 1 
= control volume dimension; 

Fig. 1 
= dynamic viscosity of fluid 
= kimematic viscosity of fluid 
= density of fluid 
= shear stress 
= apparent surface shear stress 

due to roughness 
= shear stress on smooth portion 

of surface 
= total apparent surface shear 

stress; rr + TS 
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The drag force FD is most conveniently handled by using a 
drag coefficient defined by 

Fr, 
(1) 

pu2Ap 

where Ap is the projected area of the slice of a roughness 
element penetrating the CV. Thus the drag force on the CV 
due to portion of a single element penetrating the CVis 

FD=~pu1(y)CDd(y)by (2) 

The number of roughness elements per unit area of the xz 
plane is 1/(IL). 

Using the above ideas, applying the conservation of mass 
and momentum statements to the CV in Fig. 1 and in­
corporating the boundary layer assumptions, the continuity 
and momentum equations for a steady (Reynolds-averaged), 
two-dimensional turbulent boundary layer are 

dy dx 
(3) 

and 

dU dU d 
PxPU — +PyPV- =-. — ^xp) 

ox J dy dx 

V>(*Ty-pU'v')] dy 

1 U2 

-2PcDd(y)~ 

(4) 

V + [ft ) 

Examination of equation (4) shows that empirical models for 
-pu'v',u'2 and CD are necessary for closure. 

The parameters @x, ,6y and d{y) are determined solely from 
the roughness element geometry and require no empirical 
input. For uniform arrays the cross-sectional diameter, d(y), 
is the same for all of the elements at a given ^-location. 
Determination of d(y) is then simply a matter of considering 
the geometry of a single element. It can be seen by inspection 
of Fig. 1 that $y is given by 

On initial inspection, /3X appears to be (1 - d/l). In fact, 
this has been the conclusion of other workers [15-19]. 
However, this is the maximum blockage. A better for­
mulation is obtained by taking an average of the .yz-plane 
blockage over a length corresponding to a multiple of the 
average x-direction roughness spacing. This average gives [1] 

fc = 1 - 4 Z / ( 6 ) 

It is thus seen that /3x = 0y, which holds for any array of 
elements with circular cross-sections. 

The boundary conditions for the discrete element approach 
for rough wall flows are identical to those for smooth wall 
flows. This is an advantage over typical equivalent sandgrain 
roughness approaches, in which attempts to interface ks-
based models with finite difference methods result in an ill-
defined boundary condition [9]. The wall location (y = 0) is 
the smooth surface on which the roughness elements occur. 
(An exception to this is the case of spherical roughness 
elements packed in the most dense array. This special case is 
discussed in a following section.) At.y = 0, all velocities go to 
zero, and as .y — oo, [/— U„. 

The "wall shear stress" is defined as the sum of the shear 
and drag forces on the wall in the mean flow direction divided 
by the plan area of the wall. The corresponding skin friction 
coefficient is then 

Cf 

dU 
( | S , ) » C 7 

dy 
+ \h\" (pdC^)dy 

i 
(7) 

,U2 

Solution of the Equations. In order to solve equations (3) 
and (4), turbulence models for -pu'v' andw'2 and a 
roughness model for CD are required. After consideration of 
the data base available for calibration of the roughness model 
and typical magnitudes of the turbulence intensity factor in 
the drag force term, the authors elected to include the [1 + 
(u^/U2)] factor in the drag coefficient, CD. Once such 
models were formulated in this study, the equations were 
transformed using a modified Illingsworth transformation. 
The transformed equations were then solved using an 
iterative, marching, implicit finite difference technique. 
Details of this procedure are presented in reference [1]. 

The Prandtl mixing length model with van Driest damping 
was used for closure. It is given by 

-pu'v'=pl">\Ty) 
dU 

Yy (8) 

where 

lm =0.40y[l - exp( - .y + /26) ] ; /,„ <0.095 

lm= 0.095 otherwise. 

(9) 

(10) 

This model was not modified to include roughness effects 
since the physical effects of the roughness on the flow are 
included explicitly in the differential equations. In addition, 
both Pimenta [20] and Coleman [21] showed that, non-
dimensionally, the Reynolds stress distribution in turbulent 
boundary layers is the same for both smooth and rough 
surfaces. 

The present authors, as did Lin and Bywater [14], have 
chosen to formulate the CD model as a function of the local 
element Reynolds number 

Red = u(y)d(y)/v (11) 

which includes roughness element size and shape information 
through d(y). Some workers [15-19] have assumed a con­
stant CD value of 0.5 or 0.6, but this has never given 
satisfactory agreement with the data for the various shapes of 
roughness elements (spherical, spherical segment and conical) 
reported in the comprehensive experiment of Schlichting [2]. 

The data sets chosen for calibration of the model were the 
corrected [7] data of Schlichting [2] for surfaces with 
roughness elements of spherical, spherical segment and 
conical shapes and at various spacings. As discussed in 
reference [1], various functions C0(Red) were tested and 
compared with all of the Schlichting data mentioned above 
except for the case with spherical roughness elements packed 
in the most dense array. The general shape of the drag 
coefficient versus Reynolds number curves for flow past 
transverse cylinders was used as a starting point. The model 
which gave the best overall agreement between calculations 
and data was found to be 

log CD= -0.125 log (Red) 
+ 0.375 

Cn=0.6 

R e d < 6 x l 0 4 

R e d > 6 x l 0 4 
(12) 

This model is shown in Fig. 2. 
The CD model has been verified by comparisons with data 

for roughness element Reynolds numbers up to Rerf = 
25,000. Equation (12) and Fig. 2 show an indicated 
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Fig. 2 Roughness element drag coefficient model 
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Fig. 3 Comparison of calculations with corrected skin friction data of 
Schlichting for spherical roughness elements (fully developed channel 
flow) 

(proposed) relationship for Reynolds numbers greater than 
this value. 

For the surface composed of spheres packed in the most 
dense array, special treatment is necessary. The flow evidently 
"sees" an apparent wall location well above the plane of the 
equators of the spheres due to the almost total flow blockage 
below this plane. The CD model above was used in 
calculations with various assumed wall 0 = 0) locations. 
After comparing these calculations with the experimental 
data, it was determined that the most appropriate wall 
location for the case of spheres in the most dense array is 0.2 
D below the crests of the spheres, where D is the sphere 
diameter. 

Comparison of Predictions with Experimental Data 

Comparison of calculations using the discrete element 
model with Schlichting's corrected data (which were used to 
calibrate the model) are shown in Figs. 3, 4 and 5 for the 
surfaces with spherical elements of 0.41 cm diameter, 
spherical segment elements and conical elements, respectively. 
Schlichting's experiment utilized fully developed channel 
flow, but no average velocities were reported. The reference 
velocities used in Cf and Re are the reported maximum 
velocity values in the channel, and the reference length used in 
Re is the channel height. The uncertainty bands in Figs. 3, 4, 
and 5 represent ± 10 percent about the corrected data. 

The discrete element method has been used for prediction 
of additional turbulent flows over rough surfaces for which 
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Fig. 4 Comparison of calculations with corrected skin friction data of 
Schlichting for spherical segment roughness elements (fully developed 
channel flow) 
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Fig. 5 Comparison of calculations with corrected skin friction data of 
Schlichting for conical segment roughness elements (fully developed 
channel flow) 

experimental data are available. It should be emphasized that 
the discrete element model as described previously has 
remained invariant for all subsequent calculations. No em­
pirical information is used for any specific rough sur­
face—only the geometrical description of the roughness is 
input for "new" surfaces with three-dimensional type 
roughness. 

Fully Developed Flows. Chen [22] reported detailed tur­
bulence and skin friction measurements for fully developed 
air flow through a 0.19 meter diameter pipe roughened with 
hemispheres. He investigated three roughness densities—Ilk 
= 18.5, 10.7, and 6.4, where k is the maximum roughness 
element height. Chen stated that the first two cases (Ilk = 
18.5 and 10.7) were in the transitionally rough regime and the 
third (Ilk = 6.4) was "nearly" in the fully rough regime. One 
of the more interesting parts of Chen's work was the 
segregation of the two components of the apparent wall shear 
stress: (1) that due to the viscous shear (TS) on the smooth 
surface between the roughness elements, and (2) that due to 
the form drag on the roughness elements. Chen obtained the 
form drag term by measuring the force on a single element 
using a force balance. The portion due to the smooth surface 
was determined by subtracting the roughness element drag 
component from the total wall shear stress (TT), which was 
determined from pressure drop measurements. 

The discrete element model was solved in the appropriate 
internal circular coordinates and the resulting predictions 
were compared with Chen's data. Figure 6 shows the com­
parisons for the skin friction coefficient and the ratio of the 
smooth wall component to the total shear stress. The com­
parisons indicate very good agreement. The comparison of 
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Fig. 6 Comparison of predictions with the skin friction data of 
Chen—hemispherical roughess elements in fully developed pipe flow 
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Fig 7 Comparison of predictions with zero pressure gradient Stanford 
skin friction data: (a) Healzer, Ua = 9.8 m/s; (b) Pimenta, U„ = 15.8 
m/s, (c) Pimenta, Ux = 27 m/s; (d) Healzer, U„ = 58 m/s; (e) Healzer, 
U„ = 74 m/s. ((a) and (6), transitionally rough; (c), (d), and (e), fully 
rough). 

the relative contribution of viscous shear forces between the 
elements and the drag on the elements are of particular in­
terest. One of the major advantages of the discrete element 
model is that these two forces and their interactions are ac­
counted for in the model. Inspection of Fig. 6 reveals good 
agreement between the predictions and data for TS/TT. The 
maximum disagreement is about 12 percent, and the 
preponderance of the points agree within 5 percent. This 
agreement indicates that the present discrete element model 
correctly incorporates much of the physics of the interaction 
between the roughness elements and the flow. 

Boundary Layer Flows. The most detailed data sets for 
boundary layer flows over a well-defined rough surface are 
those [8, 20, 21] from the research program at Stanford 
University. Boundary layer profiles and skin friction coef-

0.5 1.0 1.5 2.0 2.5 

x [rn] 
Fig. 8 Comparison of predictions with mild favorable pressure 
gradient skin friction data of Coleman 

60 

Fig. 9 Comparison of predictions with strong favorable pressure 
gradient skin friction data of Coleman 

Fig. 10 Comparison of predicted and measured velocity profile data 
of Pimenta (0 „ = 27 m/s) 

y/s 
Fig. 11 Comparison of predicted and measured Reynolds shear stress 
profile data of Pimenta (Wo,, = 27 m/s) 

ficients were reported for turbulent boundary layer air flows 
over a flat plate constructed of 1.27 mm diameter spherical 
roughness elements packed in the most dense array. Healzer 
[8] and Pimenta [20] investigated zero pressure gradient 
flows, and comparisons of discrete element model predictions 
and data for five cases (two transitionally rough and three 
fully rough) are shown in Fig. 7. Examination of these 
comparisons shows that the agreement is excellent, with the 
predictions in each case being within the reported ± 10 percent 
data uncertainty. 

Coleman [21] reported data for fully rough flows with 
favorable pressure gradients imposed. Shown in Figs. 8 and 9 
are the freestream velocity variations and the comparisons of 
predictions and skin friction coefficient data for two cases. 
Inspection of the figures shows that the agreement is almost 
everywhere within the ± 10 percent data uncertainty. The one 
data point at approximately 1.5 m in Fig. 9 which is in sub-
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stantial disagreement is in the relaxation zone. The boundary 
layer does not respond instantaneously to changes in boun­
dary conditions, but takes some ^-distance to adjust. The 
turbulence model used did not account for this relaxation 
phenomenon. 

Finally, Figs. 10 and 11 show comparison of predictions 
and data for the velocity and Reynolds stress profiles, 
respectively, for one of Pimenta's fully rough cases. The 
agreement seen in both figures is excellent. The agreement in 
the Reynolds stress profile is of particular interest, as it 
reinforces the idea that the smooth wall turbulence model 
does not need modification if the interactions between the 
flow and the roughness elements are correctly included in the 
discrete element approach. 

Remarks on Predictions. As seen in the comparisons with 
Chen's data and the Stanford data, the discrete element 
method applies equally well for both transitionally rough and 
fully rough flows. No modifications to the model are made to 
distinguish the transitionally rough regime or fully rough 
regime. This is in marked contrast to roughness models based 
on the equivalent sandgrain roughness approach, for which 
separate models for the two regimes are used. This point 
supports the argument that the discrete element approach 
incorporates more of the basic physics of the interaction 
between the fluid and the roughness elements than does the 
equivalent sandgrain roughness approach. 

In the past, the delimitation of the boundaries between the 
smooth, transitionally rough and fully rough regimes has been 
based on the magnitude of the roughness Reynolds number 

Reks=u*ks/u (13) 
In the present model, the ks concept has been abandoned. 
Some new delimiter is therefore required. A reasonable 
candidate is 

« r = T r /TT , (14) 

the ratio of the apparent wall shear stress due to the form drag 
of the roughness elements to the total apparent wall shear 
stress. Currently a lack of data from well-defined rough 
surfaces in the transitionally rough regime prevents a 
definitive determination of proper RT values to delimit the 
three flow regimes. Based on the available data, it is proposed 
that 

i?T < 0.05 - 0.10, aerodynamically smooth 
0.05-0.10<i?7<0.080-0.90, transitionally rough 
RT>0.80- 0.090, fully rough. 
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A P P E N D I X 

Formulation of the Discrete Element Approach for Random 
Three-Dimensional Roughness 

Consider the case of three-dimensional (as opposed to rib-
type) roughness elements of random shape, height and 
spacing. The profiles of such surfaces are usually obtained by 
taking profilometer traces such as those shown schematically 
in Fig. 12. In the formulation presented below, the element 
cross-sections in xz-planes are approximated as circular with 
diameters of,-. The z-trace is used to establish the element 
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diameters as a function of y, and the x-trace is used to 
establish the density of the elements on the surface. 

The total xz area occupied by the elements in the neigh­
borhood of the z-trace is 

•^ to i — 

Nz(y) 

E d*2w (15) 

where Nz (y) is the number of elements in the z-trace at a y-
level. To obtain the blockage factor (3 ,̂ the plan area 
associated with the z-trace must be determined. The z-
dimension for this plan area is Lz, and an appropriate x-
dimension is the average x-spacing of the elements, Lx/Nx(0), 
where Nx(0) is the number of elements at the level y = 0. The 
xz blockage is then 

1 -
^ , ( 0 ) 
4L,L7 

N,W 

E d;Hy) (16) 

For an average yz plane the area occupied by the elements is 
d.iW8y where the averaging process is carried out in the x-
direction. With a similar development to the one which 
produced equation (6), rfave is 

" f l V P 

TTNV(0) 

4Lr 

NAy) 

E d,Hy) (17) 

The associated^ plan area is Lzby giving for the yz blockage 

0, = 1 _ = i _ - ^ - ^ 2 , d,1 (y) (18) 
Lz8y 4LXLZ 

The form drag term for general roughness is evaluated in a 
manner similar to that for uniform arrays with L replaced by 
Lx/Nx(0) and / replaced by Lz to give as the final term in 
equation (4) 

N-Ay) 

where the turbulence intensity factor has been absorbed into 
CD,I • 

For uniform arrays of identical elements, the above 
equations reduce to those previously presented. In this for­
mulation no attempt has been made to correct for the bias in 
profilometer traces. This bias arises because the trace has a 
vanishing probability of passing through the peaks of the 
roughness elements. Thus, the indicated heights and 
diameters are always on the low side of the true values. 

V 

E R R A T A 

J. R. Koseff and R. L. Street, "The Lid-Driven Cavity Flow: A Synthesis of Qualitative and Quantitative 
Observations," Journal of Fluids Engineering, Vol. 106, Dec. 1984, pp. 390-398. 

The corrected version of Fig. 13(a) in the paper by J. R. Koseff and R. L. Street is printed below. 
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Fig. 13(a) Experimental data versus numerical simulation for normal­
ized mean velocity profiles at symmetry plane for Re = 3200 

Journal of Fluids Engineering JUNE 1985, Vol. 107/257 

Downloaded 02 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



ERRATA 

J. R. Koseff and R. L. Street, "The Lid-Driven Cavity Flow: A Synthesis of Qualitative and Quantitative 
Observations," Journal of Fluids Engineering, Vol. 106, Dec. 1984, pp. 390-398. 

The corrected version of Fig. 13(a) in the paper by J. R. Koseff and R. L. Street is printed below. 

D 
Us 

-1.0 -0.8 -0.6 -0.4 -0.2 0 0.2 0.4 06 08 10 

0.6 
Re=3200; Isothermal 

i=1.0;~=3.0 

~O 
Us -0.4 -0.3 -02 

-0.2 

-0.4 

-0.6 

-1.0 

Il:. 

X 
B 0.4 

Il:. 

1... 
0 Il:. This study (SP) 

-04 -2-D runerical soln. 

"IT 
Us 

0.2 

of Ghia et 01. (2) 

0.4 0.6 0.8 

0.6 

0.4 

0.2 

0 

-0.2 

-0.6 

1.0 

V 
Us 

Fig. 13(a) Experimental data versus numerical simulation for normal· 
ized mean velocity profiles at symmetry plane for Re = 3200 

Journal of Fluids Engineering Copyright © 1985 by ASME JUNE 1985, Vol. 107/257 

Downloaded 02 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



R. Anderson 
Solar Energy Research Institute, 

Golden, CO 80401 

A. Bejan 
Department of Mechanical Engineering and 

Materials Science 
Duke University, 

Durham, N.C. 27706 

The Instability of a Round Jet 
Surrounded by an Annular Shear 
Layer 

A linear stability analysis of the large-scale structure of a round jet surrounded by 
an annular shear layer is presented. The study is limited to the developing region 
near the jet nozzle in the limit Re-*co, The radial dependence of the amplitudes of 
growing disturbances are examined in order to illustrate the extent to which the 
disturbances penetrate into the jet and its surroundings. The region influenced by a 
disturbance is found to be directly proportional to the wavelength of the distur­
bance. Disturbance measurements made on the jet centerline tend to select for long 
wavelength disturbances, while measurements made in the shear layer tend to select 
for short wavelength disturbances. When the shear layer thickness is small com­
pared with the jet radius, the wavelength of the most amplified disturbance scales 
with the shear layer thickness. As the shear layer thickness increases, this scaling 
quickly breaks down. This change in scaling appears to be responsible for the 
transition between the "ripples" which occur near the jet nozzle and the "puffs" 
which are observed further downstream. Amplified disturbances exhibit a phase lag 
across the shear layer, which may account for the spade-like structures evident in 
flow visualizations of turbulent jets. 

1 Introduction 

In a number of recent studies, the theory of hydrodynamic 
stability has been applied to the developing region of high­
speed fluid jets. The developing region occurs in the first 6-8 
diameters nearest the jet nozzle and consists of a potential 
core with constant velocity surrounded by an annular shear 
layer. Study of the developing region of turbulent jets has 
been motivated by the practical problem of controlling 
aerodynamic jet noise as well as fundamental interest in the 
problem of transition from laminar to turbulent flow. 

Experimental studies have shown that large-scale eddies 
play an important role in determining the transport properties 
of turbulent shear layers. For example, Brown and Roshko [1] 
and Winant and Browand [2] have shown that turbulent 
mixing occurs primarily through a process of engulfment by 
large-scale eddies rather than by molecular diffusion. 
Reynolds [3], Bradshaw, Ferris and Johnson [4] and Mollp-
Christensen [5] were among the first to demonstrate the 
existence of large-scale, coherent structures in the developing 
region of turbulent jets. Subsequently, Crow and Champagne 
[6] used a loudspeaker to generate a wave train on a turbulent 
jet and found that the phase velocity of the waves could be 
described by applying the linear theory of temporally growing 
instabilities to a "top hat" velocity profile. Michalke [7] 
considered spatially growing disturbances using a hyperbolic 
tangent velocity profile and also found good agreement with 
the experimental measurements made by Crow and Cham­
pagne. Chan [8] and Mattingly and Chang [9] found 
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reasonable agreement between theory and experiment by 
modeling their jet velocity profiles with error functions and 
Gaussian distributions, respectively. Even though one would 
expect linear stability theory to be strictly valid only for the 
case of laminar flow, the papers cited above indicate that 
linear theory also provides a reasonable approximation to the 
behavior of large-scale eddies. It appears that the large-scale 
eddies respond primarily to the mean velocity profile at each 
cross section and are only slightly affected by local velocity 
fluctuations. For a comprehensive overview of shear layer 
instability the reader is referred to a recent review by Maslowe 
[10]. 

The objective of this paper is to use a simple stability model 
to identify some of the global properties of large-scale eddies. 
Previous studies have tended to make detailed comparisons 
between experimental and theoretical values of the phase 
speeds, growth rates and amplitudes of flow disturbances 
without attempting to isolate the general patterns which are 
characteristic of large-scale eddies. In this paper we will 
examine the radial dependence of the amplitudes of growing 
disturbances in order to illustrate their ability to penetrate 
into the interior of the jet and into its surroundings. 

For the purposes of the following discussion we will limit 
our analyis to the onset of instability waves near the jet 
nozzle. This region is of major interest from an engineering 
standpoint because its properties are easily influenced by the 
experimenter or designer. The stability analysis is developed 
in detail in the following section. In Section 3 we use the 
results of the stability analysis to examine how disturbances 
scale as a function of shear layer thickness. Finally, Section 4 
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is devoted to a detailed examination of the radial dependence 
of the amplitudes of disturbance quantities. 

2 Instability Model and Analysis 

In the present study the mean velocity profile for a 
developing jet will be divided into three regions: the outer 
flow, the shear layer, and the potential core. The transition 
between the central potential core of the jet and the cylindrical 
shear layer surrounding the jet occurs at r = a — t, where a and 
/ are the local jet radius and shear layer thickness. The 
velocity at the center of the jet is Uj and the jet exits into a 
coflowing stream with the velocity U0. The jet and its 
surroundings are assumed to be composed of equal density 
fluids at constant temperature. 

It is assumed that the flow is incompressible and inviscid 
(Re — oo), and that the growth of the shear layer is small 
enough over one wavelength that the flow can be considered 
to be locally parallel. By defining the jet velocity to consist of 
the parallel mean flow plus a small amplitude fluctuating 
component it can be shown (Batchelor and Gill [11]) that the 
Navier-Stokes equations reduce to the form 

du du dV 1 
— + U - — +ur-~ = - - Vp 
at dx or p 

V u = 0 

(1) 

(2) 

where u = (ur, ug, uz) is the infinitesimal perturbation of the 
locally parallel jet velocity profile U = (0, 0, Uz (/•)), and p is 
the pressure perturbation. Second order terms involving 
perturbation quantities have been ignored. We assume that 
the pressure and velocity perturbation have the form 

(ur,uthuz,p) = Rl (iR,e,ZJ^eM+aa-'UT) (3) 

thus, when n = 0, the perturbations are axisymmetric and are 
of the "varicose" type, and when n = 1, the waves are helical. 
The present study will be limited to consideration of these first 
two modes since Mattingly and Chang [9] have shown that 
these modes dominate the higher order modes. By substituting 
(3) into (1) and (2) and simplifying, it is possible to find the 
following differential equations for the radial amplitude 

-c)R = rR—\ 
dr (-

- ( { / -
(n2+k2r2) ~dr~J 

(4) 

where the quantity c = w/k = cr + ('c, which appears in (4) is the 
complex velocity of the disturbance wave. The boundary 
conditions which R must satisfy are 

/?(oo)-0 (5) 
R(0) bounded, continuous (6) 

Since the use of linear theory is most appropriate for flows 
with small rates of amplification (and thus small amplitudes) 
we will limit our discussion to cases where the velocity dif­

ference \=(Uj-U0)/(LUJ + U0) and amplification rate are 
small. Monkewitz and Huerre [12] have shown that temporal 
and spatial representations are equivalent in the limit of small 
X and can be related to one another via the group velocity of 
the disturbance waves (Gaster [13]). We can therefore assume 
for the purpose of the present study that k is purely real and 
that the disturbance waves grow exponentially in time. The 
real part of c determines the phase velocity of the disturbance 
wave and the imaginary part determines its temporal growth 
rate. For a discussion of the differences between spatial and 
temporal descriptions of laminar mixing layers where the 
group velocity transformation is not valid, the reader is 
referred to analytical and experimental work done by 
Michalke [14] and Freymuth [15]. 

In view of the preceeding assumptions, the results of our 
analysis will be strictly valid only in regions near the jet nozzle 
where the disturbance waves have small amplitudes. 
However, this linear region is also the region of most interest 
from an engineering standpoint because it is the region which 
is most easily influenced if one wishes to exert some degree of 
control over the flow. In this regard we note that Liepmann, 
Brown and Nosenchuck [16] and Liepmann and Nosenchuck 
[17] have recently demonstrated the ability to partially cancel 
instability waves in a laminar boundary layer by introducing a 
small amplitude disturbance which is out of phase with the 
initial instability. 

Lopez and Kurzweg [18] demonstrated the existence of a 
class of flows for which equation (4) reduces to a particularly 
simple form. By choosing the mean flow defined by 

f. = Uj, 0<r<x (7) 

U, Un + 
{Uj-U0)[*Wa)-«f(l-(!)2] 

WD-^O-©)] 
x<r<a (8) 

t/3 = U0, «</-<; a. (9) 

the right-hand side of equation (4) disappears and the solution 
for R can be expressed in terms of a modified Bessel function 
of order n. The subscripts in (7)-(9) and in all subsequent 
equations refer to the different regions of the jet. The quantity 
x is the thickness of the potential core of the jet 

x=a-t. (10) 

We propose to use the stability model defined by equations 
(l)-(9) to determine: (1) the length-scales which are 
characteristic of amplified disturbances, and (2) the radial 
variations in amplitude and phase exhibited by the large-scale 
eddies. For values of t/a<0.6, the velocity profile defined by 
equations (7)-(9) closely resembles the mean velocity in the 
first 3-6 diameters of the real turbulent jets studied by Crow 
and Champagne [6] and Moore [19]. The velocity profile is 

A,B,C,D 
Dy 

Dp 

E 
P 

R 

U 
Uj 

- N o m e n c l a t u r e 

= integration constants 
= radial velocity disturbance 

amplitude ratio 
= pressure disturbance 

amplitude ratio 
= defined in equation (17) 
= amplitude of pressure 

perturbation 
= radial velocity per­

turbation amplitude 
= mean velocity 
= jet velocity at nozzle exit 

U0 = 

z = 
a = 
c = 
c = 
/ = 
k = 
r = 
t = 

u = 

velocity of coflowing 
stream 
amplitude of axial ve­
locity perturbation 
local radius of jet 
complex velocity 
defined in equation (23) 
frequency 
wavenumber 
radial coordinate 
local thickness of shear 
layer 
velocity perturbation 

x = 
z = 
* = 

7 = 
6 = 
X = 
T = 

Subscripts 
1 = 
2 = 
3 = 

thickness of potential core 
axial coordinate 
amplitude of azimuthal 
velocity perturbation 
tilt angle 
azimuthal coordinate 
velocity ratio 
time 

potential core 
shear layer 
external flow 
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Fig. 1 Neutral, (a), and most unstable wavelength, (b), as a function of 
shear layer thickness 

quadratic in r and independent of k when n = 0. As t/a ap­
proaches zero the velocity profiles become trapezoidal and the 
discrepancy between the n = 0 and n = \ modes disappear. 
When t/a>0.6, the differences between the « = 0 and n=\ 
velocity profiles are so large that comparisons of the stability 
results for the two modes are no longer valid. Therefore, the 
n = 1 mode is not considered in the present study when 
t/a>0.6. 

3 Scaling of Amplified Disturbances 

Substituting the velocity profile defined by (7)-(9) into (4) 
and applying the boundary conditions expressed in (5) and (6) 
leads to the solution 

Ri = kAI'n(kr), Q<r<x 

R2 = k[BI^kr) + CK'„{kr)\, x<r<a 

Ri = kDK'n(kr), «</•<<» 

Pi 
— =k(U\-c)AIn(kr), 0 < r < ; t 
P 

P 

P± 
P 

(11) 

(12) 

(13) 

(14) 

= k(U2 - c)[BI„(kr) + CKn{kr)] - krER^Uj - U0), 

x<r<a 

= k(U3 -c)DK„(kr), «</•<<» 

1 

(ka) MfKTH;))] 

(15) 

(16) 

(17) 

In this solution, /„ and K„ are modified Bessel functions of 
the first and second kind and the primes indicate . dif­
ferentiation with respect to the arguments of the Bessel 

Fig. 2 Relative magnitude of the most unstable growth rate as a 
function of shear layer thickness 

functions. The constants A, B, C, and D are determined by 
requiring the radial velocity and pressure to be continuous at 
r = x and r = a. By eliminating A and D in favor of B and C, 
we obtain the homogeneous system 

m2i 

ml2 

m22 

where 

= 0 

( 1 - c ) 
'"12 

m2i 

m22 

- J n v - , - „ v - , {kx)2E 

c 
K'lkri\l'(Uri\ K„(ka)In(ka) {ka)lE 

= K'n(ka)K'n(.ka) 

. c-U0 c= 
{Uj-U0) 

The desired equation for the eigenvalue c is the condition 

Det 
W 1 2 

^ 2 2 . 

= 0 

(18) 

(19) 

(20) 

(21) 

(22) 

(23) 

(24) 

The neutral wavelength and the wavelength with maximum 
amplification are plotted as functions of the shear layer 
thickness in Fig. 1. It can be seen that for t/a<0.5, both the 
neutral wavelength (c, = 0) and the wavelength with maximum 
growth scale with the shear layer thickness and have the 
limiting values X/f « 5 , and \/t~&, respectively, as //a—0. As 
tla increases above 0.5 this scaling quickly breaks down. In 
the limit of a thin shear layer the jet's curvature becomes less 
important (i.e., the shear layer is approximately two-
dimensional), and the limiting values reported above compare 
well with the results of a two-dimensional study done by 
Michalke [14], who found that the ratio \/t for the neutral 
and for the most amplified modes is 6.28 and 7.79, respec­
tively. 

The drastic change in scaling behavior as t/a increases 
above 0.5 may explain why Crow and Champagne [6] in­
terpreted the surface ripples they observed close to the jet 
nozzle to be a separate phenomenon from the puffs they 
observed to occur farther downstream. The "puffs" 
correspond to the response of a jet with a thick shear layer 
while the "ripples" correspond to the response of a jet with a 
very thin shear layer. These ripples and puffs appear as two 
different phenomena because their respective instabilities are 
characterized by different length scales. 

The magnitudes of the growth rates for the axisymmetric 
mode (n = 0) and the first helical mode (« = 1) are compared in 
Fig. 2. For small values of t/a the axisymmetric mode is 
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slightly more unstable than the helical mode. As t/a increases 
beyond 0.3, the first helical mode dominates. These results 
confirm the conclusions reached by Lopez and Kurzweg [18], 
although they limited their analysis to the three values 
//a = 0.09, t/a = 0.33, and t/a = 0.72. Michalke and Hermann 
[20] report a similar behavior of the growth rates of the first 
two modes on a jet with a hyperbolic tangent velocity profile. 

4 Radial Dependence of Disturbance Amplitudes 

In addition to the stability results reported in the preceeding 
section it is also desirable to extract information concerning 
the spatial structure of the velocity and pressure perturbations 
postulated in (3). To do this we nondimensionalize the 
disturbance amplitudes R and P by dividing by their 
respective values at the edge of the shear layer, r — a. The 
radial velocity disturbance amplitude ratio D v and pressure 
disturbance amplitude ratio DP calculated by this method are 

A I'„(kr) 
Dv. = - • , „ ' , 0 < r < x (25) 

DV2 

and, 

Dp, 

D K'Vca) 

1 

K'„(ka) 

K;,(kr) 

K'„(ka) ' 

( 1 - c ) 

[-§-'• (kr)+-^K, ;,(kr)], 

s s r < oo 

x<r<a (26) 

(27) 

A 

~D 

{U-c)\B 

c ID 

krEV B /,; 

~TL~D~K: 

I„(kr) 

Kn(ka) 

I,Akr) 

0 < r < x 

C K„(kr) 

(28) 

Kn(ka) 

(kr) . 

D Kn{ka) 

C K'„(kr) 

n(ka) D K„(ka) I 

DP 

where 

K„(kr) 
Kn(ka) 

Osr<<» 

U= 

x<r<a 

(29) 

(30) 

(31) 

The subscripts of Dv and DP refer to the three regions defined 
in equations (7)-(9). 

Both Dv and DP depend upon the quantities AID, BID, 
and C/D. These quantities can be evaluated by applying the 
pressure and radial velocity continuity conditions at r=x and 
r = a, and are 

A 

D 

B 

D 

[\-^^\rn(ka)K'„(ka) 

(kx)2E 

{ka)2E 

i;,(kx)i;,(kx) 

K'n(ka)K'n(ka) 

(kaf C = l 
D c 

EK'„{ka)r„{ka) 

(32) 

(33) 

(34) 

It should be noted that the disturbance amplitudes are in 
general complex quantities and, therefore, the disturbance 
amplitude ratios contain both relative phase and relative 
amplitude information. Thus, the Dv, DP ratios can be ex­
pressed as 

DViP= IDyple'tvs (35) 

1.0-
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O-

a 

_.- - __,.-''' 
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t/a 2 . 0 

Fig. 3(a) The pressure disturbance amplitude ratio, D P , as a function 
of wavelength, f/a = 0.1 and n = 0. " " = most unstable case 
(Art = 7.88). " " = neutral case (X/t = 4.93). " • " = slightly 
unstable case (X/t = 50). 

i.o-

0.5 

r / a 2 . 0 

Fig. 3(b) The pressure disturbance amplitude ratio, Dp, as a function 
of wavelength, f/a = 0.5 and n = 0. " " = most unstable case 
(X/t = 8.64). " " = neutral case (X/t = 6.06). " • " = slightly 
unstable case (X/t = 50). 

o 0.5 

Fig. 4 The pressure disturbance amplitude ratio, Dp, as a function of 
shear layer thickness. Most amplified mode, n = 0. 

where 4> is the phase shift of the wave at any radial position r 
relative to the disturbance with the disturbance with the same 
wavelength at the edge of the jet, r = a. 

4.1 Wavelength Dependence. In Figs. 3(a) and Fig. 3(b) 
the pressure disturbance amplitude ratio DP is plotted for two 
different values of the shear layer thickness, t = 0Aa and 
/ = 0.5o. In these and all subsequent figures discussed in this 
section, results are reported for the axisymmetric mode only 
(n = 0). The n = 0 mode is the most amplified mode near the jet 
nozzle. The behavior of the first helical mode was found to be 
qualitatively the same as far as the phenomena discussed 
below are concerned. Figure 3(ff) shows that the disturbance 
reaches its peak inside the shear layer when the shear layer is 
thin. The region affected by the disturbance grows and 
penetrates into the potential core and into the surroundings of 
the jet with increasing disturbance wavelength. As the shear 
layer thickens (Fig. 3(b)), the location of the disturbance peak 
shifts slightly inward and the peak is considerably less 
distinct. A comparison of the most amplified modes for 
t/a = 0.1 and t/a = 0.5 is shown in Fig. 4. 

Figures 3 and 4 demonstrate that: (1) the depth of distur­
bance penetration inside and outside the jet is directly 
proportional to the wavelength of the disturbance, and (2) the 
depth of disturbance penetration for waves with constant 
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Fig. 5 The Strouhal number dependence of the most unstable 
wavelength 

relative rates of amplification is directly proportional to the 
local thickness of the shear layer. These two conclusions shed 
light on the physics behind the \~t scaling shown by the 
instability curves discussed in Section 3. Disturbances lead to 
instability when they can penetrate through the shear layer, 
thus effecting the transfer of energy from the jet to the am­
bient. The scaling of the penetration distance with wavelength 
of the disturbance can be clearly seen in experimental 
measurements reported by Freymuth for the case of a laminar 
shear layer (see reference [15], Fig. 19). 

The behavior shown in Figs. 3 and 4 can also explain 
pressure measurements made by Chan (1974). Chan found the 
Strouhal number (/D/[/exil) associated with maximum growth 
on the jet centerline to be 0.35 while the Strouhal number with 
maximum growth in the shear layer had the value St = 0.5. 
Strouhal number results from the present analysis are shown 
in Fig. 5. The frequency, / , was calculated by using the 
relation 

/ = x (36) 

As the shear layer thickness increases in Fig. 5, the Strouhal 
number of the most amplified mode decreases. However, 
from Fig. 5 we know that the amplification rate also drops 
rapidly with increasing shear layer thickness. Therefore the 
most amplified disturbance in the shear layer will tend to 
occur near the nozzle and have a large Strouhal number. On 
the other hand, measurements made at the center of the jet 
tend to select disturbances made by thicker shear layers oc­
curring farther from the jet nozzle and yielding smaller 
Strouhal numbers, because highly amplified disturbances 
made by thin shear layers do not "penetrate" into the center 
of the jet (Fig. 4). Crighton and Gaster [21] and Plasko [22] 
have calculated the gain in pressure amplitude with axial 
distance on the centerline and in the center of the shear layer, 
respectively. Their results agree with the measurements made 
by Chan [8] and with the selection process described above. 
This selection process is fundamentally different from the 
purely axial-dependent selection process which occurs in the 
fully developed region of a laminar jet [23]. 

4.2 Phase Variations. As emphasized in the in­
troduction to this section, the disturbance amplitude ratios 
contain relative phase as well as relative amplitude in­
formation. This phase information is displayed in Figs. 6 and 
7. The total phase shift that occurs across the shear layer is 
shown as a function of wavelength in Fig. 6. The total phase 
shift is zero at the neutral wavelength and increases rapidly as 
the maximum growth wavelength is approached. Beyond the 
maximum growth wavelength the Dv phase shift increases 
slowly while the DP phase shift decreases. A phase shift is 
required in order for a wave to be unstable, but beyond a 

7T/2 

<f>total 

T T / 4 

Fig. 6 Total phase shift across the shear layer, as a function of 
wavelength. " " = DV. " " = Dp. tla = 0.1. 

Fig. 7 Tilt angle due to phase shift in radial disturbance velocity 

certain point, further increases in phase shift cause the wave 
to regain stability. 

A schematic of the radial velocity disturbance waves 
located at the inner and outer edges of the shear layer is shown 
in Fig. 7. The wave on the outside of the jet lags behind the 
wave on the inside of the shear layer by the phase angle 4>lMA. 
The tilt angle y, Fig. 7, can be expressed as 

t 

7 = tan" 
f <Atotal I , 

L~2^_T 

(37) 

Since the peak in the radial disturbance velocity is 
associated with the radial exchange of fluid between jet and 
ambient, it is tempting to draw comparisons between the tilt 
angle 7 and published Schlieren photographs of turbulent jets. 
Although there is no direct basis for comparing the results of 
the present linear theory to finite amplitude waves, the 
similarity between Fig. 7 and photographs of the jet nozzle 
region which appear in [6] is evident; the tilt angle is visualized 
by several distinct spade-like puffs which propagate down­
stream. 

5 Conclusions 

In this study we focused on the instability and large-scale 
structure of the near nozzle region of a round jet at high 
Reynolds numbers. The mean velocity profile of the jet was 
assumed to be a curvilinear trapezoid. This assumed profile 
approximates the mean profile in the developing region of a 
round jet. The stability analysis demonstrated that the 
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wavelength of the most amplified disturbance scales with the 
shear layer thickness when the shear layer thickness is small 
compared with the jet radius. This scaling quickly breaks 
down as the shear layer thickness approaches the jet radius. 
Based on the above proportionality between disturbance 
wavelength and shear layer thickness, it was argued that the 
"ripples" and "puffs" observed in turbulent jets are separate 
manifestations of the same instability phenomenon. 

The radial dependence of the amplitudes of growing 
disturbances was examined in order to illustrate the extent to 
which a disturbance penetrates into the jet and its sur­
roundings. It was found that the short wavelength modes 
which are amplified near the jet nozzle do not disturb the 
center of the jet, but that long wavelengths amplified farther 
downstream do. On the basis of these findings it was argued 
that disturbance measurements made on the centerline of the 
jet tend to select for long wavelength disturbances while 
measurements made in the shear layer tend to select for short 
wavelength disturbances. This selection model agrees with 
measurements made by Chan [8], Finally, it was found that 
amplified disturbances exhibit a phase lag across the shear 
layer which may account for the spade-like structures evident 
in flow visualizations of turbulent jets. 
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Introduction 

LDA Measurements in Plane 
Turbulent Jets 
Measurements on the mean and most of the significant turbulent properties of plane 
isothermal and heated (but essentially "nonbouyant") jets are reported. The 
velocity measurements were made using two-component, frequency-shifted Laser 
Doppler Anemometry (LDA) and the temperature measurements were made using 
fast-response resistance thermometry. A simple but effective technique was 
developed for obtaining accurate velocity measurements from the LDA in a 
nonisothermal environment. These measurements, some of which are the first of 
their kind, provide an independent data base with which to compare existing hot­
wire data on jets. The LDA measurements indicate lower turbulence intensities and 
lower turbulent fluxes compared to the hot-wire data. 

The plane turbulent jet has been studied by several 
researchers partly because of its practical applications and 
more because of the relative simplicity and universality of its 
asymptotic state. It provides a very good test case in the 
development of turbulence models. Some of the more detailed 
studies on plane isothermal jets are listed as references [1-9], 
while a larger list can be found in Kotsovinos [10] and 
Goldschmidt and Young [11]. Two-dimensional turbulent 
heated jets in which the heat does not introduce significant 
buoyancy effects but plays only a passive role have also been 
studied by several investigators [10, 12-15]. 

Turbulence measurements have been made in many of the 
above studies on isothermal as well as heated jets. All these 
measurements with one exception, namely those of Kot­
sovinos [10, 12], have been made using hot-wire anemometry. 
This technique presents several difficulties when used for 
measurements in jets, even under isothermal conditions. The 
most important of these is the presence of very large relative 
turbulence intensities, which introduce errors due to 
nonlinearity and large changes in instantaneous flow 
orientation. Additional difficulties arise in heated jet studies, 
where simultaneous velocity and temperature measurements 
are to be made using multiple sensors. These include 
calibration drifts, sensitivity of velocity sensors to tem­
perature and vice verse and probe interference. Considerable 
effort has been made in many of the studies cited above to 
overcome these difficulties. However, the absence of data 
obtained using an alternate technique has so far been a great 
disadvantage. The experiments of Kotsovinos [10] on two-
dimensional jets seem to be the only ones where Laser 
Doppler Anemometry (LDA) was used for velocity 
measurements. However, the single component LDA used in 
these experiments could only provide the mean velocity U and 
the rms turbulence intensity u'. The experiments reported in 
the present paper provide a set of detailed data on most of the 
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significant mean and turbulent properties of plane jets, 
obtained using LDA. Both isothermal and heated jets have 
been studied with emphasis on the fully developed (asymp­
totic) region of the flow. These data can, therefore, be used as 
a different and independent data base for comparison with 
the hot-wire data on the one side and the asymptotic theory on 
the other. In addition, the present study has addressed some 
important issues such as nonconservation of momentum flux 
and decay rate of the centerline velocity in the jet. 

Experimental Details 

The Apparatus and Instrumentation. The present ex­
periments were conducted in a free-surface hydraulic flume. 
The flume is 450 mm wide, 750 mm deep and 6750 mm long. 
It is possible to maintain a constant rate of flow of water in 
the flume at any desired depth by adjusting a tilting gate at the 
downstream end of the flume. However, in the present ex­
periments, the flume was used primarily as a large reservoir. 
The jet originates from a nozzle assembly located near the 
bottom of the flume. The details of this assembly are shown in 
Fig. 1. The assembly is made of plexiglas and is essentially a 
rectangular box 300 mm long, 450 mm wide and 75 mm deep. 
Hot or cold water enters the box through two vertical pipes 
terminating in a perforated horizontal tube. It is then passed 
through a 50 mm thick layer of nylon net, which removes the 
large eddies in the flow. The water then flows through a 
length of calming section, followed by a smooth contraction 
of 15:1 area rtaio. The contraction also turns the flow by 90 
degrees. A 25 mm long straight passage, straightens the flow 
which eventually issues from the surface as a vertical jet, 
through a rectangular slot 5 mm in width and 250 mm in span. 
Preliminary flow visualization studies using dye injection 
indicated that the flow through the nozzle was very nearly 
vertical. Two false side-walls of plexiglas spaced 250 mm 
apart were used to limit the span of the jet. The side walls not 
only made it easier to use the laser anemometer, but also 
helped in maintaining the two dimensionality of the flow. 

The flow rate through the nozzle was measured using a 
calibrated orifice meter. This flow rate was maintained 
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Fig. 1 Details of the nozzle assembly 

constant to within 1 percent of the desired value during the 
entire experiment and was used to calculate the nominal exit 
velocity, £/,• of the jet. The jet exit temperature 7} and the 
ambient temperature Ta were measured using thermistors 
from which the nominal exit temperature excess AT} was 
obtained. Velocities in the jet were measured using a TSI two-
component frequency-shifted, LDA. The LDA was used in 
the forward-scatter, three-beam mode using polarization to 
separate the two components of the velocity (System 9100-9). 
Two analog frequency trackers were used for validating and 
processing the Doppler frequency shift. The optical 
arrangement and processing procedure used allowed one to 
obtain simultaneously the two components U and V of the 
instantaneous velocity in the flow. It was not possible to 
obtain the Wcomponet of the velocity with the present optical 
system. Details of the LDA instrumentation are described in 
[16]. The entire LDA optics was mounted on a three-
dimensional traverse which could be positioned to an ac­
curacy of 0.025 mm. Instantaneous temperature excess AT"in 
the jet was measured using the well-known "cold-film" 
resistance thermometry. However, since commercially 
available temperature "anemometers" were found to be 
unsuitable for use in water, a special instrument consisting of 
two DISA hot-film probes (55R11), a differential bridge 
circuit and a DC-coupled precision preamplifier was built for 
this purpose. It was verified that even at a probe current of 5 
mA, there was no detectable sensitivity of the instrument to 
velocity. One of the two probes was placed in the ambient as 
the reference probe. The other probe was mounted on the 

LDA traverse and was located about 1 mm downstream of the 
focal volume of the LDA. This separation is substantially 
smaller than the integral length scale of turbulence and is not 
expected to have introduced any significant errors into the 
measurements reported in this study. The estimated frequency 
response of the cold-film probe is about 65 Hz which is 
considered more than adequate for the present studies. 

A high-speed data-acquisition system consisting of a HP-
1000 minicomputer and a Preston analog-to-digital converter 
(ADC) was used in the experiments for acquiring and 
processing the instantaneous outputs of the two channels of 
the LDA and of the temperature system. The data were low 
pass filtered at 50 Hz before being sampled. The sampling rate 
was 20 per second and the record length was 128 s. These 
sampling conditions (selected after several trials) gave ac­
ceptable statistical stability in evaluating correlations upto the 
third order. 

Special Problems and Techniques. Measurements with 
LDA pose certain problems when dealing with flows involving 
temperature fluctuations. Also, because of the constant in­
jection of hot water into the system and the long duration of 
the experiments, contamination of the ambient fluid with heat 
was a problem. These two problems were handled in the 
manner described below. 

Refractive Index Fluctation. The presence of temperature 
fluctuations in the heated jet resulted in refractive index 
fluctuations. These caused the laser beams to wander, con­
sequently making it virtually impossible for them to focus at a 
given point in the flow. The result was a frequent loss of 
signal. In fact, even when the signal was present, it could be 
contaminated with the effect of refractive index fluctuations. 
This is because the oscillations of the focal volume (carrying 
the fringes with it) would be interpreted by the receiving optics 
and signal processor as turbulent fluctuations of velocity. 
This problem would increase in severity with the increase in 
the length of the path through the fluid that the beams have to 
travel before intersecting at the focal volume. After several 
trials, a suitable technique was found to overcome this dif­
ficulty to a large extent. The technique was very simple and 
consisted of isolating the beams from the fluid over a large 
part of their path. This was done by using three thin tubes 
(straws), of 3 mm diameter and 75 mm in length, through 
which the beams were made to pass before crossing one 
another at the focal volume. The tubes were suspended in the 
flow from a special fixture mounted on the LDA traverse. The 
tubes were filled with cold water and the laser-end of each 
tube was closed with a Wratten gelatin filter #8IB to prevent 
convection currents through them. The open ends of the tubes 
were about 25 mm from the probe volume. This intrusion into 

N o m e n c l a t u r e 

b 

D 
Ds 

M 
P 

Pr 
q1 

T 
AT 

t 

= half-width 
= constants associated with 

the decay of Um 

= jet width at exit 
= length scale (£>- 20) 
= constants associated with 

the growth of b 
= kinematic momentum flux 
= pressure 
= Prandtl number 
= (u2 + v2 + w2) 
= temperature 
= temperature excess (T— Ta) 
= temperature fluctuation 

U = streamwise velocity 
Us = velocity scale defined by 

equation (2) 
u = streamwise turbulent 

velocity 
V = cross-stream velocity 
v = turbulent cross-stream 

velocity 
w = turbulent spanwise velocity 
x = streamwise direction 
y = cross-stream direction 
e = eddy viscosity 

e, = eddy thermal diffusivity 
e, = rate of dissipation of 

turbulent energy 

V = 

p = 

e = 

Subscripts 

a = 
e = 

m = 
max = 

o = 
t = 
u = 

overbar = 
prime = 

nondimensional cross-
stream coordinate y/b 
density 
momentum thickness of 
boundary layer on nozzle 
wall 

ambient 
edge of jet 
centerlineof jet 
maximum value 
jet exit 
pertaining to temperature 
pertaining to velocity 
time average 
rms value 

Journal of Fluids Engineering JUNE1985, Vol. 107/265 

Downloaded 02 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Axial development of plane nonbuoyant jets 
Investigators 

Bicknell (from [10]) 
Bradbury [1] 
Davies, Keffer, 
and Baines [14] 
Goldschmidt[ll] 
Gutmark and Wygnanski [3] 
Heskestad [4] 
Hussain and Clark [17] 
(expt. N-50) 
Jenkins and 
Goldschmidt [15] 
Knystautas [5] 
Kotsovinos [10] 
Experiment P-7 
Kotsovinos [10] 
Experiment PLVT-2 
Miller and Comings [6] 
Reichardt [7] 
Vander Hegge [9] 
Zijnen 
Present Study 

Table 2 

Investigators 

Bradbury [1] 
Davies et al. [14] 
Everitt (strong jet) 

from [2] 
Gutmark and Wygnanski [3] 
Heskestad [4] 
Kotsovinos [10] 
Experiment P-7B 
Miller and Comings [6] 
Reichardt [7] 
Robins (from [2]) 
Van der Hegge 
Zijnen [9] 
Present Study 

Mm/MQ 
(Reported) 

1.45 
0.96 

0.80 
0.89 
0.63 
1.55 

0.88 
0.87 

0.77 

0.83 

0.89 

1.55 

K[U 

0.115 
0.109 
0.109 

0.099 
0.110 
0.110 
0.118 

0.106 
0.087 

0.109 

0.072 

0.095 

0.112 

Reported 
(based on Uj) 

0.112 
0.160 
0.149 

0.207 
0.165 
0.27 
0.123 

0.18 
0.17 

0.214 

0.181 

0.162 

0.093 

recomputed 
(based on Us) 

0.162 
0.154 

0.166 
0.147 
0.170 
0.190 

0.158 
0.148 

0.165 

0.150 

0.144 

0.168 

Asymptotic turbulence structure of plane isothermal jets* 

" ' C . L . 

0.210 
0.190 

0.195 
0.275 
0.265 
0.220 

0.245 
-

0.224 
0.180 

0.200 

" max 

0.255 
0.220 

0.224 
0.310 
0.290 
0.290 

0.265 
-

0.237 
-

0.230 

V ex. 
0.240 

-

0.195 
0.205 
0.184 

-

0.241 
-

0.212 
0.170 

0.170 

^ max 

0.240 
-

0.195 
0.205 
0.184 

~ 

0.241 
-

0.212 
-

0.180 

KU 

0.17 

0.155 

0.130 
average 

.167 

0.170 
0.141 

0.167 

^ m a x 

0.026 
-

0.020 
0.024 
0.020 

-

0.025 
0.025 
0.020 

-

0.02 

Cu 

0.255 

0.20 

0.25 

0.194 

Cm 

0.036 
-

— 
0.0336 
0.028 

-

— 
0.035 

-
-

0.028 

*A11 the properties are normalized using Um and bu. C.L. refers to the centerline. 

the flow, through normally not desirable was, however, 
accepted in this case as no better alternative was available. To 
examine whether the presence of these tubes altered the basic 
flow, measurements were made with and without the tubes in 
the case of isothermal/non-buoyant jets. Results obtained for 
the cold (isothermal) jet without tubes were compared with 
those obtained using the tubes in a heated, but non-buoyant 
jet. In the latter case, the tubes had to be used in order that 
measurements could be made. The comparisons showed no 
measurable differences even in the Reynolds stress 
distributions justifying thereby, the use of the tubes in the 
present studies. 

Even with this technique, it was not possible to track the 
signal close to the jet exit, owing to high temperature 
gradients there. Hence, the heated jet studies were limited to 
distances beyond 20 slot widths from the nozzle. Because of 
possible effects of free surface of the flume, measurements 
were not made beyond 60 slot widths (corresponding to about 
60 slot widths below the free surface). 

Contamination of the Ambient. In the heated jet ex­
periment, since hot water was being steadily injected into the 
system, there arose a need for keeping the flume clean and 
free of contamination. This was accomplished by with­
drawing the warm fluid from the top layers in the flume. To 
make up for this, sufficient quantity of cold water was 
continuously introduced at a point far away (about 2 meters) 
from the jet. The rates of water addition and withdrawal of 
water could be controlled by valves. The correct valve settings 
were arrived at by a process of trial and error. It was con­
firmed from cold jet measurements performed with and 
without the suction/refill arrangement, that the arrangement 

had no measurable effect on the jet behavior, over a 
reasonably wide range of suction/refill rates. The experiments 
typically lasted several hours, (12-15) at a time. So, despite 
the above arrangement, there was still some contamination 
caused, perhaps by molecular diffusion alone. This was 
partially eliminated by maintaining a very small cross flow 
velocity, say 1-2 mm/s in the flume. This served to flush the 
system continuously of hot water. But, this also caused a 
slight bending of the jet. The maximum inclination of the axis 
of the jet to the vertical was less than 3 degrees, It is 
reasonable to assume that this small inclination does not cause 
any dynamic effects on the jet. The small geometric effect 
produced, such as asymmetry was corrected by an appropriate 
rotation/displacement of the co-ordinate system. Details of 
the correction procedure are given in [16]. 

Experimental Procedure. Two experiments were per­
formed- one on an isothermal jet [designated as experiment 
MSC1] and the other on a slightly heated jet [designated as 
experiment MSC2], The effects of buoyancy can be con­
sidered to be negligible in the heated jet. In both the ex­
periments, the nominal jet exit velocity was 30 cm/s. The 
nominal exit temperature excess in the "nonbuoyant"-jet 
experiment was 5°C. A check for two-dimensionality of the 
flow was made in the isothermal-jet experiment by obtaining 
distributions of mean and turbulent properties across the jet 
at several spanwise positions at the axial location x/D = 40. 
These measurements showed that the flow was acceptably 
two-dimensional over the middle third of the span. For 
example, the centerline values of U and uv did not vary by 
more than 10 percent over the mid 35 percent of the span. The 
details of these measurements as well as other precautions 
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Fig. 2 Kinematic momentum flux, spread and decay of jets MSC1 and 
MSC2 [open symbols denote jet MSC1 and filled symbols denote jet 
MSC2 in (b) and (c)] 

taken to insure accuracy of measurement are described in [16] 
and will not be elaborated here. The following are the 
estimated experimental uncertainties. U: ±_2.5^mm/s, V: 1.5 
m m / s ^ A ^ ± 0.2°C, u', v', t': 5 percent, uv, ut, vt: 10 per­
cent u2v, y3: 15 percent. 

Results and Discusison 

Since, the isothermal jet and the heated jet gave similar 
results for the mean and turbulent properties related to 
momentum transport, detailed results will generally be 
presented only for the isothermal jet. Only the results for the 
last measurement station in the heated jet will be given in 
these cases for comparison. The mean and turbulent 
properties associated with heat transfer will be presented for 
the heated jet. The present data on the significant flow 
properties of the asymptotic jet will be compared with the 
data reported by earlier investigators. These comparisons are 
summarized in Tables 1 and 2. 

Kinematic Momentum Flux. The kinematic momentum 
flux across a plane normal to the jet axis is usually defined by 

M=\^U2dy = \_„(U2+u'2)dy (1) 

and has often been assumed to be a conserved quantity. 
However, a survey of the literature indicates that this is not 
what measurements have revealed. Table 1 shows the 
momentum measured at the last station in the many plane-jet 
experiments reported in the literature. It is seen that many 
researchers have measured a decrease in M with axial 
distance. Kotsovinos [10] attempted to provide an explanation 
for this decrease in momentum from an induced-flow ap­
proach. However, early experiments by Bicknell, (reported in 
Kotsovinos, [10]) and the more recent experiments of Hussain 
and Clark [17] showed an increase in M with x. In the latter 
investigation, the asymptotic momentum flux M„ was 
anywhere between 1.2 M0 to 1.55 M0 depending on the initial 
conditions. 

Figure 2(a) shows the results from the two present ex­
periments. It is seen that the jet momentum increases from a 

minimum value near the slot exit to a value about 1.5 times 
larger at x/D = 30 beyond which it remains constant. (The 
exact value of the momentum flux at the jet exit could not be 
measured because of instrumentation difficulties.) This 
constant value can be regarded as the asymptotic momentum 
M„ of the jet. In fact, all the other values shown in Fig. 2(a) 
have been normalized using M „ as the scale. Also plotted in 
Fig. 2(a) is the result from an other isothermal-jet experiment 
performed by the authors. In this case, the nozzle did not have 
a straightening portion (see Fig. 1) as in the present case and 
the jet issued immediately after the contraction. It can be seen 
that the same trend in the evolution of M is observed in this 
case also. The results of one typical experiment (experiment 
N-50) by Hussain and Clark [17] are also shown in the figure. 
The present experiments are seen to corroborate their results. 
Hussain and Clark attributed the momentum increase to the 
presence of negative pressure in the interior of the jet, sup­
ported by the turbulent fluctuations in the cross-stream 
velocity component. It can be shown from the momentum 
equation that even small pressure changes can account for 
significant changes in momentum flux. In fact pressure 
distributions in the jet have been measured by Hussain and 
Clark [17], by Miller and Comings [6] and Bradbury [1]. 
These pressure measurements show negative pressures within 
the jet and qualitatively support the theory of [17], However, 
quantitative verification is possible only if accurate pressure 
measurements can be made in the near field. But, as pointed 
out in [17], such measurements are very difficult to make 
because of the strong turbulence in this region. In the present 
studies, pressure measurements were not made. 

Velocity and Length Scales for the Jet. In view of the above 
discussion concerning the nonconservation of momentum in 
the near field of the jet, it is necessary to define appropriate 
velocity and length scales that characterize the far-field 
behavior of the jet. Such definitions are also required because 
many of the jets do not have a top-hat (uniform) profile at the 
nozzle exit due to the boundary-layer growth on the nozzle 
walls. Thus, exit centerline velocity as used often in the 
literature is, in particular, not the appropriate scaling velocity 
for the jet. In fact, there is a wide variation in the values 
quoted by different investigators for the rate of decay of the 
centerline velocity [see Table 1] and this is partly due to the 
choice of the centerline velocity at the jet exit as the scaling 
velocity. 

We now define a velocity scale Us for the jet as 

U, 
M„ 

(2) 
(D-26) 

where 6 is the momentum thickness of the boundary layer at 
the nozzle walls at the jet exit. If no measurements in the 
nozzle can be made, the best guessed value for the given flow 
conditions can be used to compute 6. In the present case, the 
nozzle boundary-layer characteristics were not measured, so 
the displacement and momentum thickness at the exit were 
estimated assuming laminar flow in the nozzle. 

The asymptotic plane jet has no preferred reference length 
scale and hence any convenient length can be used to nor­
malize axial distances. Here, the use of the length scale Ds, 
defined by 

Ds=(D-26) (3) 

is recommended. In many experiments 20 « D and it would 
be adequate to regard Ds-D. It is emphasized that none of 
the asymptotic growth/decay rates quoted later in this paper 
depends on the choice of the reference length scale. 

Growth Rate. Figure 2(b) presents the growth of the width 
of the velocity and temperature profiles with distance. The jet 
width is usually measured in terms of its half width bu (or b,) 
which is the distance from the axis to the point where the 
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velocity (or temperature excess) is half the value at the cen-
terline. The data presented for the two jets MSC1 and MSC2 
indicate that the asymptotic growth for the half width bu, can 
be represented by the linear expression 

A 
= Klu[x/Ds+K2ll] (4) 

with an average value of i^,, = 0.110 and K2u = 1.0 for both 
the jets. 

It should be noted that the length scale used here is Ds and 
not D, the slot width. The growth rate Klu is not affected by 
the choice of the length scale. The virtual origin, however, is 
affected. The measured growth rate KUl is in general 
agreement with those of others as can be seen from Table 1. 

It is seen from Fig. 2(b) that the growth of the half width b, 
of the temperature profile (in the jet MSC2) with x is also 
linear. However, its rate of growth, Ku is about 0.167 which 
is larger than that of bu. Table 1 shows that the result Ku > 
Kiu is in general agreement with the observation of others. 
However, the numerical value of KUl seems to vary from 
experiment to experiment depending on the experimental 
conditions. The present value is in agreement with the ex­
periments of [10] which were performed under approximately 
similar conditions to the present experiment. 

Decay of Centerline Velocity and Temperature Excess. The 
decay of the maximum velocity in the two jets is shown in Fig. 
2(c). The decay is seen to be according to the law 

m-'-ik^] (5) 

with an average value of 0.168 for C l u for both the jets. C2u, 
however, is different (as expected because of the difference in 
the exit conditions) for the two jets. A survey of the literature 
on plane-jet experiments shows [see Table 1] that the constant 
Clu (based on Us = Uj) varies widely (from 0.112 to 0.27). 
The reasons for this variation, as already stated, are non-
conservation of momentum, and (possibly) nonuniform 
velocity profiles at the exit, apart from, of course, ex­
perimental errors. It is important to note that experiments in 
which momentum increased in the nearfield as well as those in 
which momentum decreased are included in Table 1. It can be 
seen that the lowest values of Clu correspond to experiments 
([10], [17] and present study) in which momentum flux in­
creases in the near field. The values of C l u will be modified if 
we use the scaling velocity Us as defined by equation (2), 
instead of the exit centerline velocity [/,, used by the in­
vestigators. The values of the decay constant CUl, recomputed 
in this manner, are also shown in Table 1. In each case, the 
momentum M„ for obtaining Us was the asymptotic 
momentum (momentum at the last measuring station) quoted 
by the investigators. It is seen that this procedure reduces the 
scatter in the measured decay constant to the range 
0.147-0.190. The scatter that persists even after this 
correction is applied, should be attributed to uncertainties in 
the measurements with hot wires/total head tubes and also to 
insufficient flow development. It can be easily shown (see 
[16]) that if the velocity distribution in the asymptotic jet is 
Gaussian and if Klu = 0.110, the value of C l u has to be 0.166. 
The present experimental results are thus self-consistent. 

Figure 2(c) also shows the variation (in the jet MSC2) of the 
centerline temperature excess AT, plotted in the usual 
coordinates. It is seen that the decay of AT with x can be 
represented by 

ATj \ 2 mMi^) (6) 

with Cu =0.194. This value of Cu agrees with that measured 
in the experiment of [10], quoted in Table 2. However, Van 
der Hegge Zijnen [9] and Davies, Keffer, and Baines [i4] 
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Fig. 3 Distributions of longitudinal mean velocity and mean excess 
temperature 
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Fig. 4 Distributions of lateral mean velocity 

found Cu = 0.25. The variation in the development rates of 
heated jets in different experiments is presumably due to 
effects of buoyancy becoming significant in the downstream 
regions of the jet. The values of Ku and Cu are very sensitive 
to buoyancy effects as has been shown in [10, 12]. The present 
experiments were performed under conditions of negligible 
buoyancy, as confirmed from estimating the local Richardson 
number [16]. 

Distributions of U, V and AT. The distribution of U, V, 
and AT across the jet is shown in Figs. 3 and 4 for several 
axial locations. The axial distances henceforth are referred to 
in terms of x/D rather than x/Ds for ease of reference. The 
velocity profiles_(in Fig. 3(a)) at different stations have been 
normalized by U,„ and bu. It is seen that the profiles exhibit 
self-similarity (without any significant scatter) for x/D > 10. 
Slight negative velocities are seen near the edges. This result is 
believed to be correct, because of the ability of the LDA 
system used to measure low and negative velocities. The self-
similar velocity profile is seen to be described well everywhere 
except near the edges, by the Gaussian curve 

U 
--exp(-Ar)u

2) (7) 

with 

,4=ln0.5 

Thetemperature profiles shown in Fig. 3(b) are normalized 
by AT,,, and b,. These profiles also show self-similarity 
beyond x/D = 10 and can also be approximately represented 
by a Gaussian distribution. The slight asymmetry and nonzero 
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values seen at the right edge of the jet are due to asymmetric 
contamination of the ambient by the jet fluid. 

Cross-Stream Velocity. A direct measurement of the cross-
stream mean velocity (albeit with some uncertainty) and hence 
the rate of entrainment by the jet was possible because of the 
use of the two-component, frequency-shifted LDA. The 
distribution of V for the isothermal jet is presented in Fig. 4 
after normalizing by Um. As already mentioned, the profiles 
have been corrected for inclination of the jet to the vertical by 
a simple coordinate rotation (described in [16]). This in­
clination was found to be less than 3 degrees and hence was 
assumed to have no effect on the flow dynamics. The 
correction forces the value of V to go to zero on the axis but 
does not significantly alter the edge values. The results 
presented in Fig. 4 indicate self-similarity and a fair degree of 
symmetry. It should be noted that the actual velocity V is of 
the order of only a few millimeters per second and even at 
these low values, the scatter observed in the data is not very 
large. In this and the other following figures the solid line is a 
mean line drawn (by eyeball judgement) through the self-
similar data corresponding to the downstream locations. 
From the figures, an average value for the entrainment 
coefficient, a = 2 Ve/Um is obtained as 0.090. 

The velocity V can also be calculated from the measured 
distribution of U, using the continuity equation, as follows 

P dU 

Jo ax 
(8) 

Assuming the self-similar distribution of equation (7), the 
above equation can be integrated to yield 

V 
:l/2V^A4erf(r,„vC4) 

dbu 

1 dU,„ 
U„, dx 

db, 

~dx f] 
+ -r-i7«exp(-/4)7„*) 

ax 
(9) 

Assuming asymptotic growth and decay for. bu and U„,, 
respectively, one finally gets 

S- =[- l /4V7rMerf(r ,„v^) + ̂ e x p ( ~ ^ ^ 2 ] ^ (10) 
U„, dx 

The values computed from equation (10) using the measured 
value of dbu/dx ( = Klu), have also been plotted in Fig. 4. 
There is generally good agreement between the calculated and 
measured values of V in the central part of the jet, but in the 
outer parts of the jet, there is some disagreement. The edge 
value of Ve/Um obtained from the continuity equation is 
0.059, while the measured value is about 0.045. This 
discrepancy is very likely due to errors in measurement of the 
velocity of the order of a few mm/sec in a region of low 
turbulence (and hence of low scattering particle density). It 
can also be due, in part, to the invalidity of the assumptions 
concerning the asymptotic jet such as the Gaussian 
distribution of velocity U. 

Distributions of Turbulence Intensities; « ' , v ' , and t'. 
Figure 5 shows the distributions of rms turbulence intensities 
u' and v' for the isothermal jet and the rms temperature 
fluctuation t' for the heated jet at the stations surveyed. The 
turbulent velocity data for the station x/D = 40 in the heated 
jet are also shown for comparison. The velocity data exhibit 
good symmetry. These profiles become self-similar beyond 
x/D = 20, while the mean velocity distributions were seen to 
become self-similar a little earlier. The dotted lines shown in 
the figures correspond to the distirbutions corrected (ap­
proximately) for noise in the LDA system (see [16] for 
details). A comparison of some of the significant turbulence 
properties of the asymptotic isothermal jet, as measured by 
LDA in the present experiments, with the hot-wire data 
reported in the literature is presented in Table 2. The value of 
«'/£/,„ at the centerline is about 0.20 to 0.21, in the present 
experiments, which is in agreement with Bradbury's [1] 
"strong" jet. The peak intensity is'0.23 and occurs at around 
i}u = 0.71. These values can be compared with the hot-wire 
data shown in Table 2, which vary over a very wide range; 
from 0.2 to 0.27 at the centerline and 0.22 to 0.29 for the 
maximum value. It is seen that the present measurements are 
in reasonable agreement with the LDA data for Run P-7B of 
Kotsovinos [10], in respect of the centerline intensity but not 
maximum intensity. 

The profiles of v'/Um at the downstream locations are 
symemtric with a slight but distinct dip near the centerline. 
This dip can be expected to be a feature of the asymptotic 
profile, since it is consistent with the fact that the production 
of turbulent energy is maximum away from the centerline. 
The dip is not, however, present in the near field. This is also 
consistent with the limited data available on static pressure 
distributions across the jet in the near field [6, 17]. As already 
mentioned, these data indicate negative mean static pressures 
in the mixing reigon of a jet, with the peak negative pressure 
occuring on the centerline. These measurements have also 
shown that the pressure distribution across the jet becomes 
more and more uniform with the increase in the axial 
distance. It can be seen from Table 2 that the earlier hot-wire 
data do not indicate any dip in the downstream v' -profiles 
(f m — ymax)- It is again seen that there is disagreement among 
the different hot-wire data with regard to the intensities of v' 
in the jet. The present LDA measurements indicate a value of 
about 0.18 for the maximum intensity and 0.17 at the axis. 
These are generally lower than the hot-wire data reported by 
others except Heskestad [4]. 

The temperature data for jet MSC2 show some asymmetry. 
This is due to the effect of contamination as already men­
tioned. It is also seen that the turbulent temperature fluc­
tuations continue to evolve more slowly than the velocity 
fluctuations and that they have not attained complete self-
similarity even at x/D = 40, especially in the central part of 
the jet. The present results are in good agreement with the 
earlier measurements of [10] in similar flows. The strong dip 
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in the intensity near the centerline is characteristic of non-
buoyant heated jets in which thermal mixing is produced 
essentially by the hydrodynamic mixing in the mixing layer. 

Turbulent Transport Fluxes uv, vt, ut. The shear stress data 
normalized, as usual, using U,„2 and bu, are shown in Fig. 
6(a). The distributions show very good similarity, with little 
scatter for x/D > 10. The maximum value is about 0.02 and 
occurs at around r\u ~ 0.9 to 1.0. Reference to Table 2 shows 
that this value is in agreement with the data of Everitt 
(reported in [2]) and Heskestad [4], but is lower when com­
pared with the rest of the hot-wire, data by about 15-25 
percent. It is also possible to calculate the distribution of 
uv, by integrating the momentum equation across the jet. The 
resulting integral momentum equation, after the in­
corporation of the asymptotic growth and decay relations 
reduces to 

uv 
\ U,„ ) \ Um ) + \ dx ) \ U,„ ) Vu (11) 

The shear stress distribution can then be obtained by sub­
stituting Kfrom equation (10) and dbuldx from equation (4). 
The result is shown by the broken line in Fig. 6(a). There is 
some disagreement between the calculated and measured 
values in the central part of the jet but the agreement is good 
in the outer parts. The lower values of shear stress measured 
are consistent with the lower rms intensities measured. It is 
also significant that if, instead of using the theoretical value 
of V from equation (10), the measured value is used in 
equation (11), the calculated shear stress agrees fairly well 
with the measurement. This is also shown in Fig. 6(a). The 
measurements are thus internally consistent. The results for 
x/D = 40 obtained from the heated jet experiments are also 
shown in Fig. 6(a). The agreement between the isothermal and 
heated-jet experiments is an indication of the success of the 
technique used for overcoming the problem posed by the 
refractive index fluctuations. 

The distributions of the turbulent heat fluxesjn the cross 
stream direction, (vt) and in the axial direction, (ut) are shown 
in Figs. 6(b) and 6(c), respectively. A very definite evolving 
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trend is noticeable in both the cases upto x/D = 30. Beyond 
this distance, the profiles show near-self-similarity. The peak 
value of vt/(ATmUm) is about 0.018 in magnitude which 
is slightly lower than the value measured for (\uv I m ax / U2). 
Note that if the transport mechanisms for momentum and 
heat were identical, these values should be the same. The axial 
turbulent flux [ut/(UmATm)\ has a maximum value of about 
0.024. The axial heat transport duejo turbulence [which can 
be obtained from the area under the ut curve in Fig. 6(b)] has 
been calculated to be 4 percent of the heat transport due to 
mean convection. This should be compared with the value of 6 
percent reported by Kotsovinos [10]. 

The eddy diffusivities for the transport of mass and 
momentum can be obtained from the usual definitions 

and 

-uv = emdU/dy 

-vt = e,d(AT)/dy 

(12) 

(13) 

Using the fitted Gaussian distributions for U and AT and 
the smoothed distributions (shown by full lines in Fig. 6) for 
uv and vt, the distributions of e,„ and e, in the asymptotic jet 
were obtained. The results are shown in Fig. 7(a). It is seen 
that e„, is fairly constant over a large part of the jet MSC1 
with the average value for the nondimensional quantity 
(e,„/Umbu) being about 0.028. This is generally lower than the 
values obtained from hot-wire measurements, again as seen 
from Table 2. For example, the value obtained by Bradbury is 
0.036. His data, shown in Fig. 7(a), however, indicate con­
stant viscosity over a much smaller part of the jet than in­
dicated by the present measurements. The present heat-flux 
data indicate a value of about 0.025 for the nondimensional 
eddy thermal diffusivity (e,/Um b,). It is seen from Fig. 7(a) 
that e, is also fairly constant across the jet. The present data, 
thus, support the assumption of constant turbulent Prandtl 
number across the asymptotic heated "nonbuoyant" jet. An 
average value for the turbulent Prandtl number is obtained as 

Pr, 
e,/U„,b, b, 

= 0.74 (14) 

Turbulent Energy Balance. Using U,„ and bu as the nor-
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rnalizing velocity and length scales, the turbulent kinetic 
energy equation for an isothermal jet can be written as 

Ju_£^_ bu V dg1
 = w d(U/U,„) 

OJ 2 dx + Um
3 2 dy ' U,,2 dv 

d (q^v^+pv/p) eibu 

dr, OJ Um
3 

Some of the terms in the above equation were measured 
directly. The others were estimated indirectly from other 
measurements making certain assumptions. The pressure-
strain term could be estimated only as the closing term in the 
energy balance. Since the w-component of the turbulent 
velocity was not measured, thejbllowing usual assumptions 
(see [16]) were made for q2 and q2v as 

q2=3/2(u2 + v2) 
_ (16) 

q2v = 3/2[q2v + v3] 

All the terms on the right hand side of equation (16) were 
measured. The dissipation rate tx was not measured directly, 
but was estimated indirectly from the measured spectra of 
u'2, in the manner suggested by Lawn [18]. 

The various energy balance terms of equation (15) are 
shown plotted in Fig. 1(b). The distributions appear to be 
qualitatively similar to the hot-wire results obtained by others 
but the terms were found to be generally smaller than the hot­
wire data. Quantitative differences are of the order of 10-30 
percent. The turbulent production term is maximum near the 
maximum shear stress point. Its value of 0.014 from the 
present measurements, was found to be slightly lower than 
that of others, (for example, 0.017 of [1]) excepting Heskstad 
[4]. This is, of course, due to the lower shear stress measured 
in the present experiments. From Fig. 7(b), it is seen that there 
is a net diffusion of turbulent energy into the central part (0 < 
ij < 0.3) as well as into the outer part (TJ > 1.4) from the 
region 0.3 < t) < 1.4 where most of the turbulent energy is 
produced. The diffusion curve integrates very nearly to zero 
(the area under this curve is only 2.8 percent of the total 
production), indicating that the estimation of this term is 
reasonably satisfactory. The distribution of the dissipation 
rate exhibits a peak away from the center, similar to the 
profile of the turbulent kinetic energy. This distribution is 
consistent with the dissipation rate model usually used in the 
computation of turbulent flows namely 

e,=C f lto*)3/2/Z. f l (17) 

where LD is the dissipation length scale. In fact, the values of 
tx were calculated in the present case, using the standard 
assumptions for CD and LD (see [16]), and the results were 
found to agree reasonably well with the distribution shown. 
This can be seen from Fig. 1(b). Most reported measurements 
of ci, however, show a much higher and fairly constant value 
near the central part of the jet. For example, Bradbury's [1] 
experiments indicate a maximum value of about 0.018 for 
t\/tjmbl compared to the present value of about 0.012. 

The pressure-strain term obtained by difference is fairly 
large. If this result is correct it shows that this term plays a 
significant role in transporting energy from the central part (rj 
< 0.6) to the outer part (?/ > 0.6) of the jet. It would then be 
important to model this term correctly in numerical 
calculations of the plane jet. 

Conclusions 

1 The present experiments have provided a very useful set 
of LDA data on the asymptotic properties of plane 
isothermal and heated jets. The special technique used in 
this study has made it possible to use LDA in a 
nonisothermal environment. The results obtained are 
self-consistent and repeatable. 

2 The mean properties of the asymptotic jet agree with 
existing information on these flows. The turbulent 
velocities and fluxes however, as measured by the LDA, 
are lower than the values usually reported from hot-wire 
measurements, and the theoretical values obtained from 
the assumption of Gaussian velocity distribution. Further 
study is needed to understand the reason for these dif­
ferences. 

3 The apparent scatter in the reported asymptotic decay 
rates of the centerline velocity can be reduced by scaling 
the results with the asymptotic jet momentum rather than 
with the exit velocity. 
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Modeling Criteria for Scaled LNG 
Sloshing Experiments 
This paper presents an overview of the current state-of-the-art in scale modeling of 
liquefied natural gas sloshing in ship tanks. The numerous potentially significant 
scaling parameters are discussed in detail and laboratory test data illustrating the 
effects of the important scaling parameters are presented. In view of current 
knowledge, an indication of appropriate scaling criteria is presented and recom­
mendations for additional research efforts are outlined. 

Introduction 

Background. Potentially damaging loads can result from 
sloshing liquids in partially filled (slack) cargo tanks. This has 
been realized by the marine industry for years, and with the 
advent of the supertanker and large liquefied natural gas 
(LNG) ships, sloshing loads have been of even greater con­
cern. In the case of LNG ships, certain operational constraints 
call for the transport of liquid in slack tanks, and, in addition, 
the absence of tank internals results in no damping of the 
liquid motions. Typical operational fill levels are 95 to 97 

Contributed by the Fluids Engineering Division of THE AMERICAN SOCIETY OF 
MECHANICAL ENGINEERS and presented at the ASME Applied Mechanics, 
Bioengineering, and Fluids Engineering Conference, San Antonio, Texas, June 
1983 at the Symposium on Rapid Fluid Transients in Fluid-Structure Interac­
tions. Manuscript received by the Fluids Engineering Division, November 8, 
1983. 

percent because of boil-off, and liquid dynamic loads can be 
significant even in these fully loaded conditions. Also, as ship 
tanks have grown in size, the probability of resonant sloshing 
has increased since resonant sloshing periods and ship 
motions more closely match. In view of this, a concentrated 
activity has been undertaken by various worldwide 
laboratories to establish sloshing loads in LNG cargo tanks. 
Experimental programs have been conducted using in­
strumented scale-model tanks. These test programs have 
covered many different ship tank geometries, excitation 
amplitudes and frequencies, and liquid fill depths. A com­
prehensive review of these studies is provided by Bass, et al. 
[1]. 

Historically, scale model experiments were conducted since 
large amplitude sloshing was not amenable to the analytical 
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Fig. 1 Prismatic model tank lab setup with associated in·
strumentation

prediction of tank wall impact pressures. However, in the past
few years significant progress has be.;;n made by Navickas et
al. [2] through the use of two-dimensional numerical solutions
based on Marker-and-Cell techniques which can include both
viscous and compressibility effects. Even with these analytical
advances, the numerical solutions are limited in their utility
and scale model experiments are still used extensively to
establish sloshing loads. The numerical solutions have
allowed an assessment of the effects of fluid and structural
properties on sloshing pressures and, as such, have provided
additional insight into scaling considerations.

Objectives. The proper reproduction in model scale of the
dominant phenomena which affect impact pressures in a full
scale tank of 50,000 cubic meters carrying LNG is not trivial.
In fact, the proper scaling criteria has been the subject of
considerable discussion and debate among the sloshing
community [I]. The objectives of this paper are to: (1) provide
a comprehensive overview of the factors affecting the scaling
of sloshing loads for a liquid transported at its vapor
pressure, and (2) to present recent experimental data that

---- Nomenclature

provide important new information pertaining to slosh
scaling.

Although the results in this paper are pointed at LNG, they
can be generalized to the scaling of any liquid sloshing at its
vapor pressure.

Model Experiments

Typical Model Test Configuration. The majority of scale
model tests have investigated LNG tanks with a prismatic
geometry. The top and bottom corners of the prismatic tanks
are chamfered and little or no internal structure is present.
This is representative of the full scale tanks. A smaller number
of tests have been conducted on spherical tanks. The principal
tank dimension has been on the order of one meter or less,
resulting in a geometric scale factor ranging from about
1I30th to 1I50th scale. Figure 1 shows a typical scale model
prismatic tank and associated instrumentation in the
laboratory.

Several liquids have been used in model testing to simulate
LNG. The choice of liquid usually depends on the particular
physical or thermodynamic phenomena being modeled. Past
experiments have studied such effects as liquid viscosity,
liquid and ullage gas compressibility, and ullage vapor
condensation. Some of the more common model liquids and
their physical properties are included in Table 1. However, for
cost and convenience, the majority of the model tests per­
formed to date have used water for the test liquid. In recent
years, several test programs have used scaled ullage pressures
to improve the simulation.

Another important aspect of the scale model testing is the
excitation motion of the model tank. Most model testing has
been performed using one-degree-of-freedom systems;
meaning the tank undergoes a single translational or
rotational motion. The motion can represent surge, sway, or
heave in the translational mode or pitch, roll, or yaw in the
rotational mode. It is generally accepted that sway and heave
are the dominant translational motions and pitch and roll are
the dominant rotational motions. Recently, some multi­
degree-of-freedom simulations have been conducted to
evaluate coupling effects that may be present with multi-

A
a
C
c

C'

E
F
g

H
h

K

k

LNG
M
m
p
R

area
acceleration
speed of sound
specific heat
effective speed of sound in a
liquid with entrained vapor
bubbles
bulk modulus
external force(s)
acceleration of gravity
tank height
static liquid filling height or
enthalpy
nondimensional parameter
or spring constant
real effects constant in
compressible liquid impact
pressure equations
liquefied natural gas
mass
gas-liquid volume fraction
dynamic pressure
distance from the center of a
slosh wave impact area to the
nearest liquid free surface
where pressure relief occurs

T
t

V
JL
x

z

fJ,

1J ­

p
(J

7

time
temperature
velocity
volume
translational tank excitation
amplitude or coordinate
vector
acoustic impedence
ratio of acoustic impedences
of two different materials
ratio of specific heats
(isentropic exponent)
incremental change
ratio of model scale
characteristic tank length to
the full scale characteristic
tank length
dynamic viscosity
kinematic viscosity
density
surface tension
slosh pressure impact
duration
rotational excitation am­
plitude of a ship tank

Subscripts

C
Con

fg
G
L
m
n

o

p

p
Re

s
sat

u
v
w

characteristic tank di­
mension (usually tank length
in the direction of slosh wave
motion)

Cauchy number
condensation number
evaporation
gas
liquid
model scale
percent exceedance pressure
level (where n is between 0
and 100 percent)
stagnation condition or
volumetric fraction
pressure
prototype or full scale
Reynolds number
surface
saturation
ullage
vapor or vapor pressure
wall
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Table 1 Properties of full-scale and model scale liquids with 
dimensionless groups [7] 

noted otherwise) 

Liquid 

LNG 
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60% Glycerin 
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Glycerin 
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Fig. 2 Typical impact pressure time history 

degree-of-freedom excitations and to simulate ship motion in 
several important degrees-of-freedom. Some of these studies 
have used complete six-degree-of-freedom motion simulation. 
The amplitudes of the motions usually are less than one-tenth 
(peak to peak) of the principle tank length for translational 
motions and less than 0.3 radians (peak to peak) for 
rotational motions. 

The excitation may be either harmonic or random. Har­
monic simulations are usually conducted at the frequency that 
will cause resonant liquid sloshing in the tank. This condition 
causes the largest wave amplitudes and the highest impact 
pressures on the tank boundaries. Random simulations, based 
on predicted tank (ship) motions, more accurately simulate in-
service conditions. Random simulations have become more 
prevalent in recent years. 

Past studies have shown that liquid filling levels between 
about 5 and 98 percent can generate significant liquid impact 
forces on the tank boundaries. The most recent studies have 
concentrated on predominant operational filling levels above 
90 percent where liquid impact loading of the tank top is likely 
to occur. Since the tank top is the weakest part of the tank, an 
accurate definition of the sloshing-induced dynamic loading 
on the tank top is important to the designer. 

Typical Data Recorded. The most prevalent data recorded 
during model tests are impact pressures (on the tank walls) 
generated by the sloshing of the liquid cargo. Other measured 
parameters include liquid impact velocities (which also in­
dicate the magnitude of the impact loads) and the total forces 
and moments acting on the tank. The most important 
measurement to setting tank design load criteria is the local 
slosh-induced impact pressure on the tank wall. A typical 
pressure-time history for a slosh impact from a model test is 
shown in Fig. 2. Both the pressure magnitude and duration 
are of importance for design considerations. 

Typical Data Presentation. Measured pressure data from 
previous experiments is presented in a nondimensional format 
by the following impact pressure coefficient: 

P 
KP = 7 d) 

PLgl 
Most investigators also include a nondimensional tank ex­
citation amplitude in equation 1 as follows: 

P 

PLgI<t> 
Where <j> is the rotational excitation amplitude. For trans­
lational motion, <j> is replaced by x/l where x is the excitation 
amplitude. A similar nondimensionalized force coefficient is 
used if forces are being evaluated. 

Due to the random nature of the sloshing phenomena in a 
ship tank, large variations in the impact pressure magnitude 
and duration occur from cycle to cycle, even with harmonic 
excitation. Consequently, a large number of cycles of test data 
are required to provide an accurate indication of the worst-
case pressures that can be expected during the service life of a 
ship tank. Over the years, researchers have used a number of 
different methods to present long-term pressure data. Some 
have measured pressures for a given number of resonant 
(worst-case) sloshing cycles and presented the maximum and 
average pressures measured during the test. The total number 
of resonant slosh cycles for these types of tests range from 
several hundred to several thousand. 

Another data presentation method uses exceedance level 
pressure values. With this format, a random or harmonic 
motion test is conducted and all impact pressures are 
measured and recorded. Then, various exceedance pressure 
levels are presented for the test results. For example, a 10 
percent exceedance level pressure (P10) is greater in magnitude 
than the lowest 90 percent of the pressure spikes measured 
during the test. 

The current state-of-the-art uses the short-term scale-model 
pressure data as the basis for predicting long-term pressures. 
Usually, the test data are analyzed with an appropriate 
statistical model and then long-term statistical predictions are 
generated. The long-term pressure data are presented in 
exceedance level form. For design purposes, the 1 to 10 
percent exceedance values are generally used. 

Scaling Complexities 

Phenomena. Model studies to date [1] have utilized 
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Fig. 3 Estimated impact pressure/velocity relationships from almost-
full prismatic tank slosh tests and analyses 

Froude and Euler (incompressible) scaling to predict full-scale 
loads where no allowance for real fluid effects is considered. 
Depending on the cargo to be carried, some of these fluid 
properties could be important. For example, LNG is trans­
ported at its vapor pressure, and, therefore, thermodynamic 
(vapor condensation) effects could be important. Also, LNG 
has a low viscosity compared with water, and model tests 
using water could produce nonconservative predictions of 
full-scale loads if the model tests were overdamped. Also, 
compressibility of the impacting liquid/vapor is important in 
scaling sloshing pressures. 

For geometric similitude between model (m) and full scale 
(p), Froude and Euler scaling yields the following scaling 
criteria: 

X = model length/full-scale length (scale factor) 

Vm = Vp\^ (velocity) (3) 

r m = 7> 1 / 2 ( t ime) (4) 

cm=ap (acceleration) (5) 

Pm =Pp(f>L IPL ) (X) (static and dynamic pressure 
in liquid) (6) 

With Froude scaling, the gross liquid surface shape at any 
instant in time (in the sloshing cycle) will be geometrically 
simulated if liquid inertia and gravity forces are dominant as 
they will be for large amplitude sloshing. The velocities of the 
model waves will be smaller {Vp\

x/2) but the model time 
between velocity changes will be faster by AT„, = ATp\

W2. 
The liquid impact pressure on the tank will be established 

by 

1. the surface shape, velocity and density of the ap­
proaching liquid; 

2. the elasticity (compressibility) of the cushioning en­
trapped gas which is affected by ullage gas pressure and 
composition; 

3. the compressibility of the liquid, which includes 
•bubbles and entrapped gases; 

4. a change of state of entrapped gas under increasing 
pressure (condensation; that is, thermodynamic ef­
fects), and 

5. the structural properties of the wall. 

The impact velocity is dependent on Items 1, 2, and 3. The 
gross surface shape and wave velocity are maintained similar 

by Froude scaling; however, out-of-scale viscous, surface 
tension or thermodynamic related forces can alter the local 
shape and bubble content, thus affecting Items 1, 3, and 4. 
The ullage pressure and gas composition will affect Items 2, 3, 
and 4 because pure vapor in the ullage space changes the 
release rate of the liquid from the tank ceiling. 

For sloshing with a gas above the liquid, the compressibility 
of the liquid/gas impact is important if trapped ullage gas 
cushions the impact, as might occur in the tank top corners at 
near-full sloshing. To provide the correct elasticity of the 
ullage gas in model scale [3] requires ullage pressure, Pu, to 
scale as 

P»m/Pup = lPLjPLp)* (7) 
which means that ullage pressures scale the same as static and 
dynamic liquid pressures. For model tests conducted with 
atmospheric ullage pressure simulating full-scale sloshing 
wtih atmospheric ullage pressures, the model gas is too stiff; 
thus, pressures measured in model scale could be lower than if 
the correct ullage pressure (gas stiffness) were used. 

For correct impact pressure scaling when liquid com-
pressibilty is considered 

P=kPLCLV (8) 

where k accounts for real effects such as surface charac­
teristics and entrapped gas bubbles. The factor k can be a 
maximum of 1.0 but typically is on the order of 0.1 [4], If 
Froude scaling sets wave velocity, then 

PplPm = (PLp IPLm ) (CLp ICLm )(1/VX) (9) 

for k,„ = kp. This implies that all forces which affect the 
surface shape (which has a significant effect on k) are 
correctly modeled. In nearly all previous model testing, 
Froude scaling was used for velocity and incompressible 
pressure scaling and no ullage pressure scaling was attempted; 
thus 

Pp/Pm = (PLp/PLm)0/\) (10) 
If Pu or thermodynamic effects are not important, the scale 
factor is conservative by 1/X compared with 1/X1/2 (assuming 
CL = CL ). The assumption that CL = CL implies that 
the bulk modulus of elasticity for each liquid is known. 

Typical Results. The pressure-time histories of recorded 
model pressures have the characteristic short duration 
pressure spike (see Fig. 2) which is indicative of a loading 
controlled by compressible phenomena. An evaluation of the 
peak pressure levels and wave velocities in model scale provide 
additional insight regarding compressible versus in­
compressible scaling. 

A recent set of consistent experimental and theoretical data 
also indicates that the dominant phenomena in ceiling impacts 
are compressible in nature. This is illustrated in Fig. 3, where 
equation (8) has been plotted for k = 1 and 0.1 along with the 
relevant (1/2) pL V2 pressure. Also shown on this diagram are 
the approximate ranges of upper-bound experimental data. 
The model scale pressures are the three highest measured in 
recent tests conducted by the authors which used scaled ullage 
pressure and simulated the full-scale LNG ship damage ex­
perience reported in [5]. The full-scale pressures were 
estimated from the damage thresholds found in [5] and 
similar tests. The impact velocities were calculated using the 
slosh code presented in [2]. 

First, looking at the Fig. 3 model test data with 100 percent-
water-vapor ullage gas, one sees that pressures in the range of 
the ideal pLCL Vpressures (i.e., k = 1.0) with rigid walls were 
obtained. These data represent a fundamentally traceable 
reference point in the physics of sloshing. However, these 
pressure are obviously too high to be scalable to the full scale, 
even using the compressible scaling law. Furthermore, since 
they lie vastly in excess of any reasonable value for 
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Fig. 4 Effect of liquid viscosity on measured impact pressures at 
resonance [7] and [8] 

PI((\/2)pL V2), they do not arise from incompressible liquid 
behavior. 

Second, looking at the Fig. 3 model test data with 50 
percent water vapor and 50 percent air as the ullage gas, one 
sees that the impact pressures are reduced dramatically. 
Nevertheless, the pressures are still far in excess of possible 
incompressible pressures, so the compressible behavior ap­
plies, with a k of about 0.1 arising from ullage gas cushioning. 
From this, one can also say that the pure water vapor ullage 
condensed so easily that it acted as nearly a perfect vacuum. 

Third, looking at the Fig. 3 full-scale data; one sees that 
they are also consistent with a k of about 0.1. The full-scale 
pressures shown have a higher k because they correspond to a 
larger exposure time and thus represent somewhat rarer 
statistical occurrences, but this is compensated for, at least 
partly by the tendency for k to be lower with the more flexible 
walls of the full-scale tank. These data are inconsistent with 
incompressible liquid behavior. Finally, the full-scale data 
corroborate theoretical expectations that pure water vapor at 
scaled ullage pressure condenses much more readily than 
LNG vapor at atmospheric pressure. 

The data on Fig. 3 form a consistent set for the almost full 
tank case when viewed as arising from compressible liquid 
behavior, and cannot be explained in terms of incompressible 
liquid behavior. The compressible behavior represented by 
equation (9) is recommended as the appropriate scaling law 
for uiis case consistent with model tests conducted at scaled 
ullage pressure. No parallel experiments exist for the 20-30 
percent fill ratio case. 

Dimensional Analysis. Considering the various 
parameters which could affect the scaling of impact pressures 
leads to 

PL V2 -A V2 PLVI P„ 

gl 

Pa 

PL 

-,m0,-

EL_ P«-PV 

VL 'PLV2'PLV2' PLV2 

PLV2! PLCL(tw-tsat) 

°L Puhfg 

wall properties, geometry 

(11) 

or to 

PLgl -4 PLg 
\/2j3/2 

© © © 
Pu EL P,,-Pv 

Pa PLgl2 PLcL{tn.-tw) 

PL <JL Pv"tg 
(12) 

® 
wall properties, geometry 

V-L ' Pgl ' Pgl ' PLgl 

where Froude scaling is included in the appropriate terms in 
equation (12). 

The first term in equation (12) accounts for viscous effects, 
the second term for ullage gas compressibility, the third term, 
the well-known Cauchy number, for liquid compressibility, 
the fourth term reproduces boiling liquid effects, the seventh 
term, surface tension effects, and the eighth term, liquid 
thermodynamic properties and the coupled effect of tem­
perature and pressure. The seventh term has been shown, on 
the basis of theoretical considerations [6], to be unimportant 
as the surface tension forces are trivial compared to other 
forces which are dominant in the gross sloshing motions. 
Terms 2, 3, 4, 5, 6, and 8 relate to both compressibility and 
thermodynamic effects. Term 5 requires that the liquid-to-gas 
density ratio in the model be equivalent to the prototype, and 
term 6 requires that the gas-liquid volume fraction, m0, be 
simulated. 

It is obviously impossible to maintain similitude for all the 
terms in equation (12). Therefore, as is usually the case in 
scale model studies, some compromise must be made. In 
previous studies, geometrically similar, rigid wall models were 
used and only Froude and Euler scaling was considered 
important, i.e., / ' = constant. However, it was recognized 
that the compressibility and thermodynamic effects were 
potentially important but Froude/Euler scaling was used to 
eliminate the complexities of compressibility/thermodynamic 
scaling. This was justified on the basis of conservatism 
(scaling by 1/X instead of 1/VX) and assuming that by not 
scaling ullage pressure this conservation would not be offset. 
Because of practical limitations in ship tank design, this 
conservatism may be unwarranted. As a result, research has 
continued to provide information on the LNG scaling effects 
discussed above. The important results of this research are 
discussed in the following. 

Scaling Considerations 

Viscous Effects. The Froude modified Reynolds number, 
Re = p ^ 7 2 / 3 7 2 / ^ , for LNG in a full scale tank is ~ 2 x 109. 
For water in model scale, Re = ~3.5 x 106 which implies 
that out-of-scale viscous damping could cause an improper 
reduction in measured model pressures. To evaluate viscous 
effects, scale model sloshing experiments have been con­
ducted [7] by varying Re over a range from 4.1 x 103 to 1.1 
x 107 by using six different model test liquids. Impact 
pressures were recorded for resonant, large amplitude har­
monic liquid sloshing at tank filling levels ranging from 13 to 
27 percent. Figure 4, which shows the results of these ex­
periments, indicates that impact pressures are essentially 
constant over the Re range investigated. These results imply 
that for large amplitude sloshing, viscous forces are of 
secondary importance. 

Additional viscous effects tests have been conducted [8] at 
high fill levels (above 90 percent) since it was postulated that 
viscous damping might be more dominant at high fill levels 
because of greater surface contact between the slosh waves 
and the tank top and end walls. The results in Fig. 4, for fill 
levels > 90 percent also show that viscous damping has an 
insignificant effect on measured pressures over the Re range 
investigated. 

Although these data are for Re < 2 x 109, representative 
of full scale, the range covered by the model tests (4 x 103 to 
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Fig. 5 Impact pressure versus ullage pressure [9] 

1 x 107) is considered sufficient to show that viscous scaling 
need not be reproduced in model testing. The pressures 
presented in Fig. 4 are average values for 25 to 200 cycles for 
0.13 < h/H < 0.27 and 200 cycles for h/H > 0.90 of 
resonant sloshing in the fundamental mode. Also, all the data 
were obtained with air at atmospheric pressure in the ullage 
space. More recent studies [1] have shown the need to obtain 
at least 200 cycles of resonant sloshing pressure data to 
provide an accurate measure of the average impact pressure. 
Also, the need to scale ullage pressure for a more exact 
modeling of compressibility phenomena has been established. 
However, in spite of the limitations of other studies [7,8], it is 
believed that the results adequately show that viscous effects 
are secondary in the scaling of large amplitude nonlinear 
sloshing impact pressures. 

When low amplitude (linear) sloshing occurs, viscous ef­
fects become much more important as the viscous forces 
become larger compared to inertial forces. Results in [3] show 
that for excitation amplitudes of x/l < 0.01, viscous forces 
must be considered in scaling. However, these conditions are 
not of interest in determining worst-case tank impact loads. 

Liquid Compressibility Effects. The effects of liquid 
compressibility on scale model impact pressure magnitudes 
were also investigated in [7], for atmospheric ullage pressure. 
Two model liquids providing Cauchy numbers of 1.99 x 
10"7 and 3.46 x 10~7 and with equivalent Re = 3.2 x 10" 
were utilized. The bulk modulus for these two liquids is 5.07 
x 107 and 2.07 x 107 kPa, respectively. As for the viscous 
scaling tests, 25 to 100 cycles of impact pressures were 
recorded during resonant sloshing at filling levels of 15 and 20 
percent. No significant differences in the average impact 
pressures were recorded for the two values of EL/pLgl. The 
results of these tests show that the liquid compressibility did 
not have a significant effect on the measured impact pressure 
when the tests were conducted with air in the ullage space at a 
pressure of -100 kPa. No attempt has been made to deter­
mine the compressibility effects of the impacting liquid at 
scaled ullage pressures and high filling levels where one ex­
pects compressibility to be more important. 

Ullage Space Compressibility Effects. Experiments have 
been conducted [9] at reduced ullage pressure that show 
significant increases in impact pressures at low pressures when 
compared with atmospheric pressure results. The results in 
Fig. 5 show that reducing ullage pressure has little effect on 
impact pressures until rather low pressures are reached, which 
are near to the vapor pressure. In this region (Pu < 7 kPa 
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Fig. 6 Slosh peak pressure versus ullage pressure 

absolute pressure), a significant increase in impact pressure is 
recorded. Also noted in Fig. 5 is the range of scaled ullage 
pressures for a model of l/50th to l/30th scale using water. 
This range is in the region of the curve where impact pressure 
increases significantly with a small decrease in the absolute 
ullage pressure. It is not clear from these results if ullage 
cmopressibility or ullage gas condensation (thermodynamic 
effects) is the cause of the drastic pressure rise. Therefore, at 
the scale of most model tests (typically X = 1/50 to 1/30), the 
ullage pressure could be a significant factor and must be 
addressed in any scaling treatment. Since the compressibility 
of the ullage space (adiabatic and without regard to 
saturation) is simply (yP0) ' , the static pressure in the ullage 
space determines its compressibility. It has been shown [3] 
that the forces due to ullage space compressibility do not have 
the correct relationship to the forces from static and dynamic 
pressure unless the ullage pressure is properly scaled by: 

yP PL„ 

A good approximation to the interaction of the ullage gas and 
liquid in large amplitude sloshing is obtained by assuming the 
ullage gas to be compressible but without mass and the liquid 
to have mass but be incompressible. This system was modeled 
in [3] as lumped springs and masses; the gas pockets and 
bubbles being the springs and the liquid being the masses. 
Admittedly, the properties of this system vary with time quite 
rapidly when compared with sloshing periods, but may be 
reasonably stationary during the impact period. A second 
difficulty is that it may not be possible to actually determine 
these properties for a computed solution. But an explicit 
solution is not actually necessary; instead, one can invoke the 
assumption of similitude between model and full scale. 

Gas Cushioning. To evaluate potential gas cushioning 
effects in liquid sloshing, two different theoretical models for 
slosh impacts have been developed and analyzed by the 
authors. The first is a closed gas pocket compression model, 
the second an open gas space compression model with free 
escape of gas from between the slosh wave and tank wall. The 
latter model is similar to that of Verhagen [10]. For both 
models, the pressure at the slosh impact is considered com­
pressible in nature {P = pLCLV) having a duration of the 

Journal of Fluids Engineering JUNE 1985, Vol. 107/277 

Downloaded 02 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1000 

100 

20 

1 1 
Pressure Gage Locations 

o 

1 

D 

O 

A 

CFP1 

FPU 

FP12 

T o t a l 

o 

s 
H 
A 

• CFS1 

« FS11 

A FS12 

Ullage Pressure 

o 

I 
m 

= 4 . 

a 

o 

a 

i 

kPa 

o 

© 

i 
A 

1 

1 

a 
a 

A 

~ 

1 
0 40 60 80 100 

Fraction of Water Vapor [%) 

Fig. 7 Effect of ullage gas composition on measured Pw at P„ 
constant 

order of r = R/C L where C"L is the effective liquid sound 
speed incorporating gas cushioning and R is the distance from 
the impact center to the closest free surface where pressure 
relief occurs. After impact, the liquid starts to flow and the 
pressure tails off to a level on the order of pL V2. In the limit 
of low ullage pressure (vacuum), the limiting shock pressure 
pLCLV is found. For closed gas pocket compression the 
dimensionless number C'L/(gf)W2 depends on the Froude 
scaled ullage pressure KP = Pu/pLgl. Cauchy number = 
^ c " 1 = PLSI/EL, gas liquid volume fraction m0, and 
coefficient for isentropic gas compression 7. For the case of 
open gas space compression, the ratio of gas and liquid 
density PQ/PL enters as an extra parameter. Comparing a 
water/air configuration at room temperature in a small scale 
model tank (1/30) with a full-scale LNG cargo tank, the 
closed gas pocket compression model shows that, using 
Froude-scaled slosh and ullage pressures, small-scale tests will 
overestimate slosh pressures as a result of improper liquid 
compressibility scaling (Cauchy), i.e., water in a small tank is 
too stiff. For open gas space compression, even larger 
discrepancies may occur (over a factor of ten) due to an 
additional high gas density in the prototype compared to a 
small scale tank at low ullage pressure. An equivalent 
statement is to say that for about the same gas sound speeds in 
prototype and model, due to the larger dimensions, escape of 
the gas is slower in the prototype, giving a better cushioning. 

In Fig. 6, results from model tests with prismatic tanks 
(1/29) in harmonic motion are presented. These results show 
the effect of ullage pressure. The four sets of data represent 
four statistical groupings of model pressure measurements. 
Comparisons are shown with the above mentioned theoretical 
models for each grouping. As has been demonstrated earlier 
in Fig. 5, slosh pressures are very sensitive to the ullage 
pressure, in particular high slosh pressures at low ullage 
pressure. The sensitivity to ullage pressure is greatest for the 
highest pressure grouping (P > 10 kPa). At P < 10 kPa, little 
effect of ullage pressure is noted. Since the higher impact 
pressures will be more sensitive to factors affecting com­
pressibility, the greater effect of ullage pressure on impact 
pressure at the higher impact pressure levels is expected. The 
experiment suggests that open gas space compression is more 
relevant for slosh impacts than closed gas pocket com­
pression. Consequently, for correct simulation, small-scale 
experiments require simultaneous scaling of both ullage 
pressure and ullage density, which is complicated and would 
require a low temperature or heavy gas in the model. Failing 
this, a theoretical correction for lack of simulation should be 
applied to the results. 
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Ullage Vapor Condensation Effects. In a full-scale LNG 
tank, the ullage space is filled with mainly condensable 
methane vapor instead of non-condensable gas. If the vapor 
condenses during sloshing impacts, the effects of gas 
cushioning will be substantially diminished. The occurrence 
of vapor condensation is governed by changes in both tem­
perature and pressure of the vapor. During a sloshing impact, 
the coupled effects of the rate of heat transfer between the 
vapor and liquid and the overpressurization of the vapor 
control the rate of vapor condensation. 

Recently, the effects of such condensation have been 
studied at the model scale using scaled ullage pressure and 
heated water so that the vapor pressure of the water can be 

278/Vol. 107, JUNE 1985 Transactions of the ASM E 

Downloaded 02 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



made equal to the ullage pressure and then the ullage space is 
filled with pure (saturated) water vapor. It was already shown 
in Fig. 3 that this results in a large increase in sloshing 
pressure. The effect of increasing the water vapor fraction in 
the ullage, while maintaining constant ullage pressure, is 
shown in Fig. 7. There is a gradual increase in pressure as the 
water vapor fraction is increased above 40 percent, but an 
order of magnitude increase for pure (100 percent) water 
vapor. This is a clear indication that rapid condensation is 
occurring under impact for model-scale conditions. 

In the full-scale case, such rapid condensation is less likely 
to occur because the heat of condensation is much greater 
(due mainly to the much higher density of cryogenic LNG 
vapor). The heat cannot be transferred fast enough into the 
liquid to allow rapid condensation to occur and the 
cushioning will be similar to a non-condensable gas. Bass, et 
al. [8] showed that for LNG bubbles of a meter or so in 
diameter, the heat transfer time scale is orders of magnitude 
longer than the uncushioned collapse time scale. This shows 
that uncushioned collapse cannot occur. 

Another approach to quantifying vapor condensation 
effects is to assume the vapor bubbles take the form of one-
dimensional pockets and spherical bubbles. By introducing a 
dimensionless number, KCon, which is the ratio between the 
work for full pocket or bubble compression and the initial 
kinetic energy of the slosh wave, one finds that for A"Con > 1, 
cushioning is expected, whereas KCon < 1 indicates collapsing 
vapor. In Fig. 8 results of calculations are shown, where KCon 

is given as a function of the vapor-liquid volume fraction at 
the start of compression. Three different configurations are 
compared: Methane/LNG (CH4) at full scale (characteristic 
tank dimension of 36 meters), and water (H20) in model scale 
(characteristic tank dimension of one meter) at 20 "C and at 
100°C. It is clear that the configuration water/saturated-
water-vapor at room temperature or somewhat elevated 
temperature in a small-scale tank is in the collapsing regime, 
whereas LNG in a prototype is in the cushioning regime for 
vapor-liquid volume ratios above about 1 percent. Although 
one has to be careful in deriving quantitative information 
from Fig. 8, more extended calculations with a computer code 
showed exactly the same trend. 

One also sees that water at 100°C can be even less likely to 
collapse than the full-scale LNG case. This explains why 
model tests with boiling water at atmospheric pressure [3] 
have not shown condensation collapse. 

In conclusion, in LNG sloshing research, no experiment 
should be carried out using water/saturated-water-vapor at 
room temperature or somewhat elevated temperature. On the 
other hand, water vapor at 100°C is in the cushioning regime, 
but the ullage pressure is too high to allow for correct Froude-
scaled ullage pressure. 

Wall Flexibility Effects. For high-pressure impacts 
governed by liquid compressibility, the flexibility of the tank 
wall is as important as the compressibility of the liquid. Walls 
made from foam insulation can be treated as a uniform elastic 
medium with an acoustic impedance Zw = p„Cw, which is 
usually less than the impedance of the liquid, ZL = pLCL. For 
one-dimensional impact, flexibility reduces the impact 
pressure by the factor a/( l + a) where a = Z„/ZL. Since a is 
much less than one for foam walls, the pressure reduction is 
substantial. Results of two-dimensional impact calculations 
for curved surface (1 meter radius) LNG impact onto rigid 
and foam walls at 10 m/s velocity, using the PISCES 
Eulerian-Lagrangean finite-difference computer program 
[11], are shown in Fig. 9. These results confirm the general 
pressure levels predicted by the one-dimensional formulas, 
and also show that the curvature of the LNG leads to the 
submillisecond impact durations observed in practice, but not 
predictable from one-dimensional theory. 

For built-up walls, the fluid-structural interaction can be 
very complicated. The model scaling of wall properties is 
probably too complex to be realistic. However, full scale 
pressures predicted from rigid wall model tests can be reduced 
through analytical considerations if an accurate mathematical 
modeling of wall structural response is available. 

Conclusions 

The discussions presented in this paper address the com­
plexities and criteria for impact pressure scaling for large 
amplitude sloshing of a liquid transported at its vapor 
pressure. The use of a rigid wall, geometrically similar model 
tank driven either harmonically or with simulated ship 
motions in one or more degrees-of-freedom will allow a 
definition of worst-case wall impact pressures for design 
purposes. Factors which affect the simulation are: 

8 Froude scaling is required to reproduce the gross wave 
motions in model scale and is used to scale times and 
velocities to full scale. 

8 Viscous and surface tension forces need not be scaled as 
they are of secondary importance. 

9 The nature of the impact pressure (pressure-time history) 
indicates that the pressure as a function of time is con­
trolled by compressible phenomena. 

8 The correct scaling of the dominant compressible 
phenomena requires simulating both ullage gas and 
liquid thermodynamic conditions. Based on analytical 
considerations and experimental results, the ullage 
pressures should be Froude scaled but a saturated vapor 
condition in the ullage should be avoided in simulating 
full scale LNG conditions. 

8 Scale model experiments are greatly simplified if com­
pressible phenomena are not simulated and in­
compressible Froude/Euler scaling is used to predict 
impact pressures. This non-exact approach results in a 
conservative prediction of full scale pressures. 

8 The scaling of compressibility effects requires a more 
complicated simulation in model testing but should result 
in a more realistic prediction of full scale pressures. 
However, this requirement means that the dominant full 
scale compressible phenomena must be correctly 
reproduced in model scale. Also, sufficient cycles of 
sloshing pressure data must be obtained to accurately 
establish long-term operational worst-case pressures for 
design purposes. While this requirement is also true for 
incompressible scaling, the less conservative com­
pressible pressure scaling emphasizes this need. 

While the results presented in this paper indicate that 
significant knowledge in LNG slosh scaling has been gained in 
recent years, continued efforts are required to further the 
understanding of this subject. It is recommended that: 

8 Additional laboratory studies be conducted to more 
thoroughly investigate the effects of ullage gas pressure, 
density and composition on the scaling of impact 
pressures. These studies should be guided by the 
analytical considerations enumerated in this paper. 

8 Additional efforts should be undertaken to provide better 
methodology for predicting long-term worst-case, full-
scale pressures from limited cycle laboratory data. As 
part of this effort, the minimum number of laboratory 
sloshing cycles should be established and the ap­
propriateness of scaling impact momentum per unit area 
(PT) rather than P or T alone should be investigated. 

8 Most importantly, full-scale pressures should be recorded 
simultaneously with ship motions on an LNG ship. This 
data in combination with mnodel simulation data should 
be used to evaluate the scaling considerations covered 
herein. 
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Uncertainty Analysis. The uncertainties of experimental 
measurements presented in this paper have been computed 
using the method of Kline and McClintock [12]. With this 
method, if R is the result of certain independent variables xv, 
x2, • . . , x„ and Av, is the uncertainty of a measured variable 
xh then the uncertainty of the result, AR, is given by: 

«-[5(£**n (14) 

For the measured sloshing pressures presented in Figs. 3, 6, 
and 8, the uncertainty of measured pressures on the order of 
100 kPa is ±0.83 percent while the uncertainty of pressures 
on the order of 1000 kPa is ±0.10 percent. For the ullage 
pressure shown on Fig. 6, the uncertainty for a pressure on the 
order of 10 kPa is ±0.70 percent while the uncertainty of a 
pressure on the order of 100 kPa is ±1.25 percent. Finally, 
the uncertainty of the measurement of the fraction of water 
vapor presented on Fig. 7 is ±2.5 percent. 

Odds on the measured pressures are estimated at 20:1. Odds 
on the water vapor fractions are 10:1. 

Acknowledgments 

The authors of this paper wish to express their appreciation 
to their respective organizations for supporting this work and 
allowing its publication. Special thanks are also extended to 
the El Paso Marine Company for its continued support of 
LNG sloshing research from which a part of this paper is 
produced. 

Also, special thanks are extended to Mrs. Dorothy Endicott 
and Mrs. Adeline Raeke who typed this manuscript and to 
Mr. Victor Hernandez for his skillful artwork on the figures. 

References 

1 Bass, R. L., Bowles, E. B., and Cox, P. A., "Liquid Dynamic Loads in 
LNG Cargo Tanks," Paper No. 3, Annual Meeting of the Society of Naval Ar­
chitects and Marine Engineers, New York, N.Y., Nov. 13-15, 1980. 

2 Navickas, J., Peck, J. C , Bass, R. L., Bowles, E. B., Yoshimura, N., and 
Endo, S., "Sloshing of Fluids at High-Fill Levels in Closed Tanks," Pro­
ceedings, ASME Winter Annual Meeting Symposium, Washington, D.C., Nov. 
1981, pp. 191-198. 

3 Olsen, H. A., and Hysing, T., "A Study of Dynamic Loads Caused by Li­
quid Sloshing in LNG Tanks," Report No. 74-276-C, Maritime Administration, 
Det norske Veritas, Dec. 1974. 

4 Gerlach, C. R., "Investigation of Water Impact of Blunt Rigid 
Bodies—Real Fluid Effects," Contract No. N00014-67-C-0213, SwRI Project 
No. 02-2036, Technical Report No. 1, Dec. 29, 1967. 

5 Nagamoto, R., Hagiwara, K., Fushimi, A., Kawamura, A., Mori, M., 
Kajita, E., Miyanari, T., Hori, T., Murata, S., and Tateishi, M., "On the 
Sloshing Force of Rectangular Tank Type LNG Carriers," Sixth International 
Conference on Liquified Natural Gas, Kyoto, Japan, Apr. 7-10, 1980. 

6 Bass, R. L., "Liquid Impact Loads in LNG Carriers," Technical Report 
No. 1, El Paso Natural Gas Co., Southwest Research Institute, San Antonio, 
Texas, Aug. 1972. 

7 Bass, R. L., and Ransleben, G. E., Jr., "Scaling Criteria for Large 
Amplitude Sloshing in LNG Ship Cargo Tanks," Technical Report No. 2 for 
Methane Tanker Service Co., Southwest Research Institute, San Antonio, 
Texas, Oct. 1974. 

8 Bass, R. L., Dodge, F. T., and Bowles, E. B., Jr., "Evaluation of Scaling 
Criteria for Scale Model Sloshing Simulations of El Paso Marine Company's 
125,000 Cubic Meter LNG Ship Tanks," El Paso Marine Company, Southwest 
Research Institute, San Antonio, Texas, 1979. 

9 Olsen, H., "Local Impact Pressures in Basically Prismatic Tanks 
(OBO/-LNG)," Paper No. 10, Seminar on Liquid Sloshing, Det norske Veritas, 
Oslo, Norway, May 20-21, 1976. 

10 Verhagen, J. H. G., "The Impact of a Flat Plate on a Water Surface," 
Jour, of Ship Research, Dec. 1967, p. 211. 

11 PISCES 2DELK User's Manual, Physics International Co., San Leandro, 
Calif., May 1, 1980. 

12 Kline, S. J., and McClintock, F. A., "The Description of Uncertainties in 
Single Sample Experiments," Mechanical Engineering, Jan. 1953, p. 3. 

—Call for Papers— 

SMALL-SCALE TURBOMACHINERY 

The Fluid Machinery Committee of the ASME Fluids Engineering Division is sponsoring a symposium on small scale tur-
bomachinery at the Spring Meeting of May 12-14, 1986 in Atlanta, Georgia. 

PURPOSE 

Application opportunities for small turbomachinery are very broad, as for example high speed turbo-alternators, turbo-
chargers, pumps, cryogenic expanders, dentist drills, paint sprayers, etc. The feasibility of using small turbomachines in 
novel applications depends on compromises between expected performance levels, manufacturability and cost. Especially im­
portant are manufacturing tolerances, surface finish and clearance effects which depend on manufacturing techniques. The 
purpose of this symposium is to assemble needed information on these subjects. 

SCOPE 

Papers dealing with all aspects of miniature turbomachine design and application are solicited. Of special interest are those 
which present comparisons between measured and predicted performance. Technical issues unique to small turbomachines 
(i.e. high speeds, dimension control, etc.) are also welcome as are presentations dealing with performance scaling. 

TIMETABLE 

— Abstracts are due June 3, 1985, Four copies of a 500 word abstract stating: title, author, objective, scope and conclusion. 
— Notification of acceptance of abstract: July 1, 1985. 
— Manuscripts due for review on September 3,1985. Three copies, not exceeding 24 pages, double spaced, including figures 

and tables. See: "An ASME Paper" (MS-4) 
— Notification of acceptance: November 1, 1985. 
— Author prepared mats due: December 16, 1985. Papers will be published in bound symposium volume. 

Walter L. Swift 
Creare R&D, Inc. 
P.O. Box 71 

Hanover, NH 03755 
(603) 643-3800 

SEND ABSTRACT TO 

Warren S. Wade 
TRW, Inc. 
23555 Euclid Ave. 

Cleveland, OH 44117 
(216) 692-5956 

John Tuzson 
Gas Research Institute 
8600 W. Bryn Mawr 
Ave. 
Chicago, IL 60631 
(312) 399-8361 

280/Vol. 107, JUNE 1985 Transactions of the ASME 

Downloaded 02 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Y. Matsumoto 
Associate Professor, 

Department of Mechanical Engineering, 
University of Tokyo, 

Bunkyo-ku, Tokyo,113 Japan 

A. E. Beylich 
Professor, 

Stosswellenlabor, 
Technische Hochschule Aachen, 

Templergraben 55, 5100 Aachen, 
Fed. Rep. of Germany 

1 Introduction 

Influence of Homogeneous 
Condensation Inside a Small Gas 
Bubble on Its Pressure Response 
The response of a small gas bubble to an ambient pressure reduction is investigated 
theoretically. Numerical results show that the temperature inside the bubble 
decreases due to adiabatic expansion at the first stage, then it recovers almost to the 
surrounding liquid temperature because of latent heat release caused by mist for­
mation inside the bubble. Consequently, the bubble behaves apparently isother-
mally. The relation between the initial bubble radius and the critical pressure for 
cavitation inception to stepwise ambient pressure reduction becomes close to the 
relation under the assumption of isothermal change in the gas mixture inside the 
bubble. 

It has been understood that small air bubbles in water play 
an important role in cavitation inception. Also the pressure 
response of a bubble to the change of the ambient pressure 
field has been studied. For example, Sato and Shima [1] and 
Lin [2] have calculated the response of a small bubble to a 
stepwise ambient pressure reduction. A small bubble explodes 
when the ambient pressure is reduced below the critical value. 
Cramer [3] has reported the response of bubble in a 
oscillatory pressure field. Recently, Prosperetti [4] has sur­
veyed the bubble dynamics. 

Fujikawa and Akamatsu [5] and Tomita and Shima [6] 
have considered a nonequilibrium condensation on the bubble 
wall during its collapse. It has been calculated that a pure 
vapor bubble can rebound by thermodynamical 
nonequilibrium effects and the accommodation factor has a 
large influence on the maximum shock pressure radiated from 
the rebounded bubble. Although a considerable amount of 
research on bubble dynamics has been carried out, the 
behavior of the vapor and noncondensable gas mixture inside 
the bubble is still not clear. Many researchers have treated it 
only as a polytropic change. 

The gas mixture inside the bubble seems to expand 
adiabatically when the bubble grows due to an ambient 
pressure reduction. On the other hand, Fujikawa and 
Akamatsu [7] have observed that a small hydrogen bubble 
grows isothermally after a stepwise ambient pressure 
reduction in an experiment using a hydro-shock tube. This 
phenomenon cannot be explained by the evaportion and heat 
transfer from the bubble wall. In this paper, the phenomena 
are explained as follows: First, a small gas bubble expands 
adiabatically, and the temperature inside the bubble decreases 
rapidly. Then, due to mist formation inside the bubble by 
homogeneous condensation, the temperature recovers almost 

to the initial one. Consequently, the bubble grows almost 
isothermally. 

The following phenomena are taken into consideration 
when the governing equations are formulated: (i) 
nonequilibrium heat and mass transfer by evaporation and 
condensation on the bubble wall, (ii) formation of condensed 
droplets by homogeneous nucleation inside the bubble and the 
deposition of the droplets onto the bubble wall. Several 
typical conditions and the numerical results are shown in 
diagrams. 

2 Assumptions and Governing Equations 

2.1 Assumptions. The following assumptions are used to 
formulate the governing equations of the problem. 

1) The bubble and the surrounding liquid move 
spherically and symmetrically. 

2) The pressure, temperature and concentration inside the 
bubble are assumed as uniform except for a thin boundary 
layer near the bubble wall. 

3) The inside boundary layer is thin enough compared 
with the bubble radius. 

4) Vapor and noncondensable gas obey a perfect gas law. 
5) Movement of the bubble wall by condensation or 

evaporation on the wall is assumed to be very small and 
therefore ignored. 

6) The noncondensable gas obeys Henry's law. 
7) Coalescence and fragmentation of droplets are 

neglected. 
8) Slip between the droplet and the gas mixture is assumed 

to be small and ignored. 

2.2 Governing Equations. 
Equation of Motion of the Bubble. Using the approximate 

theory of Gilmore [8] based on the Kirkwood-Bethe 
assumption [9], the equation of bubble motion in a com­
pressible liquid is written as 
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R . / R\ 
(1) 

The enthalpy H and the speed of sound c at the double wall 
are written as 

H= 

"PiR) dp 

Pi r n-\ Pio 
{(PlR) + B) (Poo+B) 

and 

c={cl + (n-\)H)yl 

where the equation of state of water is 

p=A(Pl/pl0)"-B 

and the pressure at the bubble wallp (R) is 

2a R 
P{R)=Pv+Pg-~J- - 4 ^ ^ -

(2) 

(3) 

(4) 

(5) 

The constants c, A, B and n are estimated as follows for water 
(at 20°C): c= 1482 m/s, A = 303.9 MPa (3000 atm), 5 = 304.0 
MPa (3001 atm) and « = 7. 

Equations of Heat and Mass Transfer in the Liquid. If the 
compressibility of liquid has not much influence on the heat 
and mass transfer, the energy equation of the liquid and the 
diffusion equation of the dissolved gas component are written 
as 

dT R2 . dT 

Yt+^RYr: 
Pfii 

/d2T 2 dT\ 

yJr2 +~r ~dr) 
(6) 

and 

dC R2 . dC 

r dr =A/( 
d2C 2 dC^ 

dr2 r dr / 
(7) 

Equation of Conservation of Energy Inside the Bubble. For 
the conservation of energy inside the bubble, the first law of 
thermodynamics can be used as 

E di+p'"Jt+\^-Qidv-\s{hrh)'dS=0 {8) 

where the first term is the internal energy change, the second 
is the work, the third is the heat input through the bubble wall 
and the fourth is the enthalpy input through the wall. Since 
dE/dv = 0 in a perfect gas, the first term can be written as 

v-. dE dT,„ dMa 

ZJ -jt=(cusMg+cmM»+ c,Mc) — + eg dt 

dM„ dMr 

where Mg = A/litR7*pg, Mv = 4/3irR3pv and Mc is the mass 
of condensed droplets. The third term of equation (8) can be 
rewritten as 

']yV.qidv=-s.xm^ (10) 

where the partial differential value of Tm is available only in 
the neighborhood of the bubble wall. When h, denotes the 
enthalpy at the wall, the fourth term of equation (8) can be 
written as 

(hm),dS 

= h. 
d_M^ 

dt 

CdMv ^(dMc\ -\ (dMc\ 

(11) 
where (dMc/dt)e is the change of mass of the condensed 
droplets due to the evaporation and condensation, (dMc/dt)d 

is the change due to the deposition onto the bubble wall and 
dMv/dt+ (dMc/dt)e is the amount of evaporation or con­
densation on the bubble wall per unit time, Smu. On the other 
hand the specific internal energy e can be written as 

eg=hg-'RgTm,ev=hv-'RvTm,el~hl = h0-L (12) 

Using the above equations and the relations for perfect gas, pg 

= pgRgTg andp„ = p„R„T„, then 

(cugMg + cmMv + c,Mc)
 dT"' P*M* dp* 

dt dt 

pvMv dp„ _ (dMr 

Pi dt M \ dt Je 

-S\„ 
dT,„ 

dr 
+ Aha 

dt L dt \ dt /e) 

+ Ah, 
'dM, 

\ dt 
£ ) =< 

J d 
(13) 

where Ahg=hg-hgi = c„g(Tm - T , ) and so on. The third 
term of equation (8) can be simplified using the following 
assumptions: When the bubble is growing, i.e., the gas 
mixture flow is directed toward the center at the bubble wall, 
the temperature gradient dTm/dr\r=R at the wall is small 
enough compared with other terms of equations (8) and (23). 
On the other hand, when the bubble is shrinking, i.e., the gas 
mixture is flowing toward the bubble wall, the temperature 
gradient is steep and the heat flux by the temperature gradient 

c = 
D = 
E = 
H = 
I = 

/ = 
L = 

M = 
R = 
R = 
S = 
T = 
V = 
a = 
c = 

+ S» dt + 6 ' * 

N o m e n c l a t u r e 

dissolved gas content 
diffusion coefficient 
internal energy 
enthalpy 
number of droplets inside the 
bubble 
nucleation rate 
latent heat 
mass inside the bubble 
radius of the bubble 
gas constant 
surface area of the bubble 
temperature 
volume of the bubble 
ratio of mesh distances 
speed of sound, specific heat 

e 
h 
k 

m 
m 
n 
q 
r 

r-> 

r,i 
t 
u 
V 

a 
<*M 

= 
= 
= 
= 
= 
= 
= 
= 
= 

= 
= 
= 
= 
= 
= 

*• ' is balanced with the enthalpy flux by the flow. 

specific internal energy 
specific enthalpy 
Boltzmann's constant 
mass of a molecule 
mass flux 
polytropic exponent 
heat flux 
coordinate 
critical radius of condensed 
droplet 
radius of condensed droplet 
time 
velocity 
specific volume 
Henry's constant 
mass accommodation factor 

X 
J* 
P 
a 
T 

C 

d 
Z 
i 
I 

m 
V 

A 
oo 

o 
• 

= 
= 
= 
= 
= 

= 
= 
= 
= 
= 
= 
= 
= 
= 
= 
= 

heat conductivity 
viscosity 
density 
surface tension 
dimensionless time, equation 
(25) 
condensed droplet 
dissolved gas 
noncondensable gas 
interface, initial condition 
liquid 
mixture 
vapor 
small amount 
at infinity 
saturated condition 
time differential calculus 
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Equations of Condensation by Homogeneous Nucleation 
Inside the Bubble. It is assumed that the nucleation rate is 
given by the so-called classical theory [10] as 

/2am\i/2 I / p„ X2 / 4irr2a X 

where 
la 

' • p,R„r,„ln(p„/p0) ( 1 5 ) 

is the critical droplet radius, and pQ is the saturated vapor 
pressure at temperature T,„ inside the bubble. It is well known 
that surface tension on a curved surface is different from the 
one on a flat surface. Kawata and Mori [11] have reported 
that the experimental nucleation rate agrees with the 
theoretical value obtained by the classical theory using 
reduced surface tension. In this calculation, the reduction by 
curvature is estimated to be 30 percent. If the size of the 
condensed droplet is very small, the growing rate of con­
densed droplet is controlled by the molecular collisions, and if 
in addition a noncondensable gas is present, then it is 
reasonable to assume that the droplet temperature is the same 
as the surrounding one. Therefore, the equation for the 
growth of the droplets [12] is written as 

drd aM(pv-ps) 
—— = , — (lo) 
* P , V 2 ^ R ^ ; 

where ps is the vapor pressure at the surface of a droplet with 
radius rd and is written as 

Ps=Poexp(——^—) (17) 

The number of droplets formed inside the bubble during a 
certain time step j , IJy is 7,«4/3xR3Ar. When the bubble is 
shrinking, the droplets inside the bubble deposit onto the 
bubble wall, since they are transported by the net vapor flux 
induced by the condensation at the wall. If the droplets have 
no slip with the gas mixture, the number of droplets at the 
time step N, NIj, has the following relation to the number of 
droplets at the time step N—l,N~lIj. 

1+3- ]R 
(18) 

where u,„ is the relative velocity of the gas mixture to the 
bubble wall caused by the condensation of the vapor and the 
dissolution of the noncondensable gas. If the volume occupied 
by the droplets is sufficiently small, the velocity u,„ can be 
written as 

m„ + m„ (19) 
Pvi + Pgi 

When u,„ is positive, equation (18) changes into NIj = N~lIj. 
From the above, the total condensed mass inside the 

bubble, Mc, is written as 

4 
M ^ E l ' f t ^ / ^ (20) 

J = I 

where Nrdj is radius of the droplet at the time step N whose 
nucleus was formed at the time stepy. 

Boundary Conditions on the Bubble Wall and Initial 
Condition. The mass flux by the phase change on the bubble 
wall is written as follows, if the temperature discontinuity at 
the wall is not essential [13]: 

2aM 
m„ 

Pi ~Pv (21) 
2-aM V2~7rR r̂,-

where aM is the mass accommodation factor and p, is written 
as 

Pi=P0(Ti)exp 
Vp,R„r,7?/ 

The heat balance on the bubble wall is expressed as 

dT 

'Tr 
-Lm„ 

dT,„ 
dr 

= 0 

(22) 

(23) 

The relation between the dissolved gas content and the 
amount of noncondensable gas inside the bubble is written as 

dM„ , dC 
= Smp=4-KR2Dd — (24) 

dt s " dr 
and the relation Ct = apg is available from Henry's law. 

The numerical calculation is started from the following 
initial conditions: The bubble is at rest and the enthalpy at the 
bubble wall H and H are zero. The dissolved gas content in 
the liquid is uniform except at the bubble wall. The dissolved 
gas content at the bubble wall, C,, obeys Henry's law and has 
the value apg. 

2.3 Method of Numerical Calculation. If the term dH/dt 
of equation (1) is expressed by a backward difference for­
mula, the bubble radius R at the time step N+ 1 can be solved 
by a Runge-Kutta method using the values of NR, NR, NH 
and NH = (NH-N-1 H) / At. In order to calculate equations 
(6) and (7) with sufficient accuracy, the origin of the coor­
dinate is moved to the bubble surface and non-isodistance 
meshes are used, i.e., the (« + l)st mesh distance has the 
relation dr„ +, = cfdrn (a>\) with the «th mesh distance. An 
explicit finite difference scheme is used to calculate the values 
of the variables at time step N+ 1 from the values at time step 
N. The values inside the bubbles (temperature, pressure, 
concentrations) are calculated from equation (13) and the 
amount of condensed mass inside the bubble is calculated 
from equation (20). The temperature of interface at the time 
step N+ 1, N+xTh is estimated to satisfy equations (21) and 
(23). The temperature dependence of the properties of the 
liquid and gases are considered in this calculation. 

3 Calculated Results and Discussion 

3.1 Pressure Response of a Small Gas Bubble. The 
response of a small gas bubble to a stepwise ambient pressure 
reduction from 100 kPa to the vapor pressure is calculated. 

Influence of the Change of State of the Vapor and Non-
Condensable Gas Mixture Inside the Bubble. Two imaginary 
reference cases, where the gas mixture inside the bubble 
changes isothermally and no condensation occurs inside the 
bubble, are shown in order to be compared with the main 
results. Figure 1 shows the case in which the gas mixture is 
assumed to change isothermally. The initial bubble radius is 
10 jixn and the initial temperature is 20°C. The abscissa is the 
dimensionless time being defined as 

T=t/Ri-J~U>~i-Pv)/Pi (25) 
The temperature inside the bubble is assumed to be equal to 
the temperature at the interface. The rate of evaporation and 
condensation is calculated by equation (21) and the mass 
accommodation factor is assumed as 0.3. The temperature at 
the interface maintains almost the initial temperature. In this 
case, the temperature fluctuation is only ±0.2 K. Namely, the 
heat transfer has little influence on these phenomena. When 
the ambient pressure decreases to the vapor pressure, the 
bubble starts to grow rapidly and oscillates around the new 
equilibrium radius. The vapor pressure inside the bubble is 
almost constant but the noncondensable gas pressure inside 
the bubble fluctuates with the oscillation of the bubble. The 
amount of the noncondensable gas inside the bubble increases 
by the diffusion through the bubble wall but the increasing 
rate is very small. 
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Fig. 1 The time history of the bubble radius R and the quantities in­
side the bubble Tm, pg, pv, Mg for the case where the gas mixture 
inside the bubble changes isothermally. The initial bubble radius is 10 
/ tm. 

Fig. 2 The time history of the bubble radius R and the quantities in­
side the bubble Tm, pg, pv, for the case where the homogeneous 
condensation does not occur inside the bubble. The initial bubble 
radius is 10,im. 

Figure 2 shows the case in which no condensation by 
homogeneous nucleation is assumed to occur inside the 
bubble. The gas mixture changes nearly adiabatically (in fact 
it does not change completely adiabatically due to the en­
thalpy transport through the wall) and the temperature inside 
the bubble decreases to 168 K. When the bubble begins to 
shrink, the mixture is compressed, the temperature rises up 
and oscillates around the initial value shown by a dash-dotted 
line in the figure. This is because the enthalpy is transported 
by the evaporation and condensation on the bubble wall when 
the temperature inside the bubble is lower than the 
surrounding temperature. The motion is very different from 
the isothermal case shown in Fig. 1. The oscillation period is 
shorter and the maximum bubble radius is much smaller. It is 
understood that the bubble motion is influenced strongly by 
the change of state of the gas mixture inside the bubble. 

Influence of Mass Accommodation Factor. The calculated 
results in which the homogeneous condensation inside the 
bubble is considered are shown in the following figures. 
Figure 3 shows the case where the mass accommodation 
factor aM is 1.0. The bubble motion becomes very similar to 
the isothermal case according to the following process: The 
temperature inside the bubble, Tm, decreases rapidly with the 
bubble growth to a certain point, then it recovers to the 
surrounding liquid temperature due to the latent heat release 
caused by homogeneous condensation inside the bubble. 
When the bubble begins to shrink, the gas mixture inside the 
bubble is compressed and the temperature tends to increase. 
However it stays almost constant due to the evaporation of 
the condensed droplets. At the last stage of the shrinking, the 
droplets disappear from the inside by the evaporation and the 
deposition onto the bubble wall. After the condensed mass, 
Mc, becomes zero, the gas mixture is compressed 
adiabatically and the temperature increases up to 418 K when 
the bubble radius reaches its minimum. 
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Fig. 3 The time history of the bubble radius R and the quantities in­
side the bubble Tm, pg, pv, Mc for the case with homogeneous con­
densation inside the bubble. The mass accommodation factor is 1.0. 
The initial bubble radius is 10 nm. 

Fig. 4 The time history of the bubble radius R and the quantities in­
side the bubble Tm, pg, pv, Mc for the case with homogeneous con­
densation inside the bubble. The mass accommodation factor is 0.3. 
The initial bubble radius is 10 ,im. 

The second cycle starts from this high temperature con­
dition and a similar process is observed. The condensed mass 
at this cycle is much smaller than at the first one. The reasons 
are explained as follows: The condensed droplets formed in 
the first cycle increase the enthalpy of the gas mixture but 
many of them deposit onto the bubble wall without the ab­
sorption of enthalpy by the evaporation. By these 
phenomena, the enthalpy has been transported into the 
bubble through the wall during the oscillation of the bubble. 
After several oscillations of the bubble, no condensed droplet 
forms inside the bubble. 

Recently, Tanaka et al. have studied mass accommodation 
factors intensively and reported that aM = 0.45 [14] - 0.2 
[15]. The calculated results with aM = 0.3 is shown in Fig. 4. 
The tendency of the results is similar to the results with aM = 
1.0 although the thermodynamic nonequilibrium effects in the 
phenomena become larger. Namely, the maximum radius of 
the bubble becomes smaller than in the former case because of 
the slower recovery and the lower mean value of the tem­
perature inside the bubble. Moreover, a larger damping of the 
bubble oscillation is observed. 

Influence of Initial Bubble Radius. The period of the 
bubble oscillation, i.e., the characteristic time of the bubble 
dynamics, depends on the equilibrium radius at the ambient 
pressure. However, the characteristic time of the ther­
modynamic nonequilibrium, especially that of the con­
densation and evaporation inside the bubble is independent of 
the bubble radius. Here, two calculated results for the initial 
radii of 5/*m and 20 ^m are shown in Figs. 5 and 6. In the case 
of 5 ixm, the temperature inside the bubble decreases more 
rapidly being accompanied by faster expansion, and the 
temperature gets lower than in the case of 10 jxm, because the 
condensation cannot catch up with the expansion of the gas 
mixture inside the bubble. In the case of 20 fim, the recovery 
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Fig. 5 The time history of the bubble radius fl and the quantities in­
side the bubble Tm , pg, pv, Mc for the case with homogeneous con­
densation inside the bubble. The mass accommodation factor is 0.3. 
The initial bubble radius is 5 jim. 
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Fig. 6 The time history of the bubble radius R and the quantities in­
side the bubble Tm, pg, py , Mc for the case with homogeneous con­
densation inside the bubble. The mass accommodation factor is 0.3. 
The initial bubble radius is 20 (im. 
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Fig. 8 The time history of the bubble radius R for the cases where the 
surrounding pressures are reduced to lower, critical and higher ones. 
The mass accommodation factor is 0.3. The initial bubble radius is 10 
/*m. 
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Fig. 9 The relations between the initial bubble radius ft; and the 
critical pressure pc for the cavitation inception due to a stepwise 
ambient pressure reduction 
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Fig. 7 The time history of the bubble radius ft and the quantities in­
side the bubble Tm, pg, pv, Mg, Mc for the case where the ambient 
pressure is reduced to lower than the critical one. The mass ac­
commodation factor is 0.3. The initial bubble radius is 10 ^m. 

of the inside temperature by the homogeneous condensation is 
faster than in the case of 10 fim, because the expansion speed 
of the gas mixture is not so fast and the inside temperature 
does not decrease so rapidly. The dispersion of the droplets 
from the inside during the shrinking is fast and the tem­
perature inside the bubble becomes higher when the bubble 
rebounds. However, the temperature inside the bubble is 
closer to the surrounding temperature than in the case of 10 
^m throughout the period of the oscillation. Thus, the larger 
the bubble radius, the more isothermal is the response of the 
bubble to a certain pressure change. 

3.2 Critical Pressure for Cavitation Inception. The 
relation between the initial bubble radius and the critical 
pressure due to a stepwise ambient pressure reduction is 
calculated. The critical pressure is defined as the ambient 
pressure below which the bubble grows continuously. 

The bubble motion is calculated and shown in Fig. 7, where 

the ambient pressure is reduced to 832.3 Pa which is slightly 
lower than the critical pressure under the following con­
ditions: the initial radius is 10 /mi, the surrounding tem­
perature is 20°C, the initial ambient pressure is 101.3 kPa, the 
surrounding dissolved gas content is 25 ppm and the mass 
accommodation factor is 0.3. As mentioned in the previous 
section, the bubble grows almost isothermally because of the 
homogeneous condensation inside the bubble. The mass of 
the condensed droplets, Mc, increases with the growth of the 
bubble. E.g. the condensed mass is 2.4 percent of the mass of 
the vapor inside the bubble at T = 200 when the bubble motion 
has an inflection point. The mass of the noncondensable gas 
inside the bubble also increases with the bubble growth. The 
amount becomes 1.22 times of the initial amount at T = 2 0 0 
and 1.57 times at T = 5 0 0 . A relatively large amount of 
noncondensable gas diffuses into the bubble when the bubble 
explodes, but the noncondensable gas does not diffuse back to 
the liquid when the bubble collapses [16]. Therefore, the gas 
diffusing into the bubble plays an important role during the 
bubble collapse. 

Three cases are shown in Fig. 8, where the ambient 
pressures are reduced to a pressure slightly lower than the 
critical pressure, to the critical pressure and to a slightly 
higher pressure, respectively. In the case of the nearly critical 
pressure of 839.8 Pa, the bubble radius continues to grow till 
about T = 3 0 0 , and then it takes a constant value. Strictly 
speaking, the bubble motion has a maximal value (R/R, = 
8.272) at T = 299.8 and it has the minimal value {R/R, = 8.265) 
at r = 386.4. Thereafter, the radius continues to grow and it 
gets to R/R,= 8.341 at T = 5 0 0 . The diffusion of the non­
condensable gas into the bubble becomes important when the 
bubble is exposed to the low pressure for a longer time. In the 
case of p „ =847.3 Pa, a remarkable rebound of the bubble 
motion is observed. The motion is qualitatively the same as 
the one mentioned in the previous section. 
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The relations between the initial bubble radius and the 
critical pressure are shown in Fig. 9, which are calculated 
under the same condition as in Fig. 7, except for the bubble 
radius. The solid line shows the relations where the 
homogeneous condensation is considered. The relation 
becomes close to the one where the isothermal change is 
assumed in the gas mixture (dash-dotted line in Fig. 9) when 
the initial bubble radius is larger than 8 /xm. Especially, the 
above mentioned tendency is remarkable in the large radius 
region. However, in the small bubble radius region, the 
relation shifts off from the isothermal case toward the 
relation where a dynamic and thermodynamic equilibrium is 
assumed [16]. For reference, the relation where the isothermal 
change is assumed for the noncondensable gas inside the 
bubble [1] is shown by open circles and the relation where the 
adiabatical change is assumed [1] is shown by full circles. 

4 Conclusion 
Theoretical research has been done on the response of a 

small gas bubble to ambient pressure reduction which is 
important for cavitation inception. The equations for the 
bubble dynamics are formulated with special attention to the 
behavior of the gas mixture inside the bubble. Some 
characteristic cases are calculated numerically and the 
following conclusions are obtained: 

1) A small gas bubble expands adiabatically at the first 
stage of growing, but then homogeneous condensation occurs 
inside the bubble and the inside temperature recovers almost 
to the surrounding temperature. Therefore, the bubble 
behaves apparently isothermally. 

2) The bubble motion including the homogeneous con­
densation is influenced by the mass accommodation factor. 

3) The oscillation period of the bubble is longer when the 
equilibrium bubble radius is larger. In this case, the tem­
perature inside the bubble stays more contant and it behaves 
more isothermally. 

4) When the initial bubble radius is relatively large (R, > 
8 ftm), the relation between the initial bubble radius and the 
critical pressure for cavitation inception due to stepwise 
pressure reduction becomes comparable to the relation under 

the assumption of the isothermal change in the gas mixture 
inside the bubble. 
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Turbulent Flow Over Rough Surfaces II. 
Turbulent Flow Parameters1 

E. Logan.2 This paper reports new data for fully developed 
pipe flow over a wide range of roughness element spacings. 
Reynolds number, not clearly defined, is also varied, as is 
roughness height. The principal result is the eddy viscosity 
distribution in the core region, and this is reduced to useful 
algebraic form. The work constitutes an extension of 
knowledge of turbulent flow over rough walls. 

This work extends that of Nunner [1] and Siuru [2], and 
comparisons with their results are possible. The data given for 
P/K = 19 indicate a friction factor of 0.166, which agrees 
with Nunner's value of 0.16 for P/K = 20 and Siuru's value 
of 0.16 fori3/K = 17.7. 

Comparisons of turbulence levels measured by Siuru (P/K 
= 17.7) and the present authors {P/K =19) are given below 
in tabular form. Measurements are for station X3, i.e., over 
the reattachment point. 

Position 

Centerline 
y/R = .5 
Element wake 

u 

Present 

.8 
1.41 
1.88 

/us 

Siuru 

.86 
1.37 
1.87 

v'/us 

Present Siuru 

.8 .8 

.91 .92 
1.12 1.02 

These data apply to the isolated-element regime and are in 
excellent agreement. Centerline values for u'/us of 0.8 should 
apply to all regimes. Values presented in Fig. 2 are lower, even 
for the smooth-walled case. Centerline values of v' /us should 
also be 0.8, as indicated by Siuru [2] for rough pipes and 
Laufer [3] for smooth pipes. The present authors indicate a 
value of 0.459 for VQ/US. This is noteworthy, as their u' and 
v' relations are normalized with centerline values, UQ and VQ. 

The peaks of #' , observed in element wakes, are shown in 
Fig. 3. These are said to diminish for P/K values of 7 and 10. 
Siuru and Logan [4] show significant cyclic behavior of u' for 
P/K = 8.8 in the element wake region. At station X3 it should 
be noted that XIK = 5, 8 and 11 for P/K = 13, 19 and 25, 
respectively. Reattachment probably occurs at X/K = 8. The 
u' values very close to the wall undoubtedly reflect the effect 
of variable wake width behind the element at the three 
locations. 

By K. Nourmohammadi, P. K. Hopke, and J. J. Stukel published in the 
March 1985 issue of the JOURNAL OF FLUIDS ENGINEERING, Vol. 107, No. 1, pp. 

55-60. 
Department of Mechanical and Aerospace Engineering, Arizona State 

University, Tempe, Ariz. 85287. 

The data of Fig. 5 show an apparent overshoot. However, 
T0/pu2

0 values of 0.0131, 0.0108, and 0.0114 are indicated for 
P/K = 13, 19, and 25, respectively. Linear distributions 
based on these values do not pass through the data points, nor 
does overshooting of the linear distribution occur. The source 
of the us values is not discussed in the paper, nor are values of 
us given for all cases. 

Perhaps the most interesting results of this paper are the 
eddy viscosity distributions. Accuracy of e depends on ac­
curacy determination of the gradient dU/dr. This paper does 
not deal with the techniques nor the data used in this deter­
mination. Core values of e shown in Figs. 7 and 8 are in line 
with smooth tube values and agree with those expected. The 
large rise of e at X2 in Fig. 7 may be related to the use of the 
average value of us in calculating e+ . For the isolated-element 
case, a sudden rise of local us occurs near the element. 
Qualitatively, use of local us would reduce e+ values at X2. 
The effect is diminished for reduced P/K, as in Fig. 8. 

The very low values of e+ in Fig. 6 could be partially ex­
plained by the nature of the skimming flow at P/K = 2, i.e., 
rf-type roughness in which the radius R is effectively reduced 
and the local us at XI is probably less than the average value. 

Additional References 
1 Nunner, W., "Warmeubergang und Druckabfall in rauhen Rohren," VDI-

Forschungsheft 455, Ausgabe B, Band 22, 1956. 
2 Siuru, W. D., "Response of a Turbulent Pipe Flow to a Change in Surface 

Roughness," Ph.D. thesis, Arizona State University, 1975. 
3 Laufer, J., "The Structure of Turbulence in Fully Developed Pipe Flow," 

NACARept. 1174, 1954. 
4 Siuru, W. D., and Logan, E., "Response of a Turbulent Pipe Flow to a 

Change in Roughness," ASME JOURNAL OF FLUIDS ENGINEERING, Vol. 99, 
1977, pp.548-555. 

W. H. Schofield2. The authors discuss their data in terms 
of the model of Morris which the last 35 years of research on 
rough wall flow has shown to be inaccurate. Firstly the quasi-
smooth flow regime ('eP type flow in the nomenclature of 
Perry et al. [5]) ceases soon after P/K = 2 and certainly 
before P/K = 5 (see Perry et al.). None of the data presented 
in this paper disputes this although it is stated that u'/Us 
values for P/K = 5 are similar to values for P/K = 2 and for 
smooth wall flow. Wake interference flow (or 'k' type flow) 
starts soon after PI K = 2 and theoretically extends to values 
of PIK of several hundred as the rate of recovery of a shear 
layer from a perturbation is very long (see Tillman's [6] 

3 Aeronautical Research Laboratories, Department of Defence, Victoria, 
Australia. 
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results or Bradshaw and Wong's [7]). In practice the layer's 
upstream history would not much effect flow around 
"isolated" elements for spacings greater than P/K = 20, which 
is near the limit of this data. 

The results presented confirm that the principles of 
Reynolds number similarity (Townsend [8] 1956) applies to 
rough wall flow for a wide range of geometries. However the 
results shown in Fig. 6 seem at odds with this result in that the 
turbulent motions that produced similarity of u'/Us in Fig. 2 
did not apparently produce similarity in the eddy viscosity 
profiles. 

Another area of concern is the very large uncertainty bands 
on some of these results, up to 50 percent of reading in the 
case of the data presented in Fig. 3. In view of this uncertainty 
it is not appropriate to quote formulas for curve fits to this 
data to three significant places as has been done in conclusion 
2 and elsewhere in the text. It is noted that these curve fits 
apply to both pipes which vary in diameter by a factor of 2. 
However the important lateral parameter that is varying is 
KID and here there is only a difference of 30 percent which is 
quite insufficient to produce differences in the results greater 
than the scatter in the data. Perry et al. used differences of 
800 percent in their boundary layer flows to support their 
conclusions. 

There is room for further careful measurements in this field 
of research. 

Radial and Axial Variations in Transient 
Pressure Waves Transmitted Through 
Liquid Transmission Lines1 

A. H. Weidermann.2 The development of numerical 
methods for solutions of the Navier-Stokes equation are 
always useful and of interest. However, the subject title is not 
well served by the authors approach nor by their formulation 
of two relevant problems. Viscosity enters the selected flow 
problems in two basic ways. First, viscosity influences the 
transient flow field through the conservation equations and it 
is this characteristic which is being addressed in the paper; 
secondly, viscosity, for the low Reynolds number flows, 
establishes the flow velocity gradients in the (initial) flow field 
(i.e., the Poiseuille flow). In the former, the influence of 
viscosity is to introduce a spacial and temporal smearing 
effect on the flow and, perhaps, generate some additional 
wave systems. In the latter, viscosity introduces an energy and 
momentum gradient which under an appropriate stimuli will 
be redistributed within the flow field. 

The authors selection of a finite duration (i.e., an essen­
tially linear ramp) build-up to some step stimuli also in­
troduces a spatial and temporal smearing effect on the 
transient flow field, and it is impossible, or at least difficult, 
to seperate the two contributions. I believe that a much more 
appropriate problem formulation for the waterhammer 
problem would have been one where the valve closes in­
stantaneously. Additionally, the omission of viscosity in one 
such calculation would serve as an excellent reference problem 
(a two-dimension wave equation solution). The sudden 
stoppage of the flow at the valve location will (through 
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Authors' Closure 

Response to E. Logan 
Professor Logan points out many interesting comparisons 

between his work and ours. We are pleased that results from 
both studies are in agreement for comparable experimental 
configurations. 

Response to W. H. Schofield 
We agree with Dr. Schofield that given the uncertainty of 

the data, it is not appropriate, " to quote formulae for curved 
fits to this data to three significant places." We also agree that 
further careful measurements are need in this field. 

momentum considerations) result in the momentary 
establishment of a pressure profice at this location which is 
proportional to the (initial) radial velocity profile; the peak 
pressure at the midpoint will be 2P0. Clearly, this early 
pressure distribution, together with the upstream flow 
gradients, will generate a radial wave system, and, of course, 
drive a pressure wave upstream into the fluid column. The 
major features of the transient flow, as shown in Fig. 1 of the 
paper, would certainly be present in such a reference solution. 
It appears, from the tabular data, that the viscosity effect is 
extremely small, and in some instances is of the order of the 
numerical uncertainties generated by the numerical 
methodology. I hope that the authors will have the op­
portunity, in the near future, to present the results of such an 
idealized reference solution such that we can all better un­
derstand and appreciate the proper contribution that viscosity 
plays in these two basic problems. Finally, in any engineering 
problem, the apparent minor role that viscosity plays in the 
transient flow will generally be masked by other system 
uncertainties and problem idealizations, for example, the 
elastic response of the containment system (i.e., pipe 
response). 

Authors' Closure 

We appreciate Dr. Wiedermann's interest in our paper; his 
view of the problem is somewhat different than ours. The 
essential point of our work is that the no-slip boundary 
condition can be satisfied exactly only by a simultaneous 
solution of both the axial and radial components of the 
Navier-Stokes equations. A two-dimensional non-viscous 
solution is not possible because the order of Euler's equations 
is not high enough; they cannot satisfy the no-slip condition 
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effect on the flow and, perhaps, generate some additional 
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appropriate problem formulation for the waterhammer 
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paper, would certainly be present in such a reference solution. 
It appears, from the tabular data, that the viscosity effect is 
extremely small, and in some instances is of the order of the 
numerical uncertainties generated by the numerical 
methodology. I hope that the authors will have the op­
portunity, in the near future, to present the results of such an 
idealized reference solution such that we can all better un­
derstand and appreciate the proper contribution that viscosity 
plays in these two basic problems. Finally, in any engineering 
problem, the apparent minor role that viscosity plays in the 
transient flow will generally be masked by other system 
uncertainties and problem idealizations, for example, the 
elastic response of the containment system (i.e., pipe 
response). 

Authors' Closure 

We appreciate Dr. Wiedermann's interest in our paper; his 
view of the problem is somewhat different than ours. The 
essential point of our work is that the no-slip boundary 
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solution of both the axial and radial components of the 
Navier-Stokes equations. A two-dimensional non-viscous 
solution is not possible because the order of Euler's equations 
is not high enough; they cannot satisfy the no-slip condition 

290/Vol. 107, JUNE 1985 Transactions of the ASME Copyright © 1985 by ASME
  Downloaded 02 Jun 2010 to 171.66.16.64. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



as well as the condition of zero normal velocity at a solid 
boundary. Thus, for inviscid flow the initial axial velocity 
profile will necessarily be flat and valve closure would then 
establish a flat pressure profile. TFiis brings us back to 
classical one-dimensional water hammer. 

Our choice of cubic and fourth order leading and trailing 
profiles is physically more realistic than jump discontinuities; 
it offers, in addition, the computational advantages provided 
by smooth functions. But we were very conservative with our 
smoothing: The dimensionless valve closing time we chose 
was of order unity, which corresponds to the order of a 
microsecond for the case considered in the paper. This is 

commensurate with experimentally attainable "in­
stantaneous" closure, as well as being short enough to permit 
direct comparison with analytical solutions for instantaneous 
closure. In our work, the initial wave front travels only a 
relatively short distance before the valve is completely closed 
or before the pulse reaches its plateau. The agreement with 
Reference [5] has already been noted. Figure 1(a) shows that 
the peak centerline pressure is approximately 1.83, which 
compares favorably with the momentary value of 2 suggested 
by Dr. Wiedermann for his idealized case. From Fig. 4 it is 
evident that our pulse is essentially rectangular. 
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